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Nonstationary signal analysis of magnetic islands in plasmas
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Rotating magnetic islands produce fluctuations on a variety of diagnostics in magnetic fusion energy
plasmas. The analysis of these fluctuations requires the calculation of the amplitude, phase, and
frequency of the oscillations. These three spectral quantities generally evolve in time, necessitating
nonstationary signal analysis techniques. The Hilbert transform offers an efficient and accurate
method of calculating these three quantities from one diagnostic signal. This feature allows the
Hilbert transform to determine the success of the active rotation control of magnetic islands, and to
calculate the profile of the diagnostic measurements in a frame of reference co-rotating with the
magnetic island. Comparisons to quadrature and spectrogram techniques demonstrate the accuracy
of the Hilbert transform method. €999 American Institute of Physi¢&0034-67489)04812-]

I. INTRODUCTION perturbation from the island as the input sigfaf Measure-
o _ . . ments of the island phasg(t) determine the proper pertur-

‘Magnetic islands are common in a wide variety of mag-p4iion phase for producing negative feedback. Changes in
netic fusion energyMFE) devices: Magnetic islands gener- the magnetic island amplituda(t) and the rotation fre-
ally r_otate in_ these deyices, creating perturbations that appe@]'hency »(t) measure the success of the feedback control.
on diagnostics as a signal Asynchronous RMPs attempt to reduce the island size by

f(t)=a(t)cod ¢(t)], (1) chang_ing the _rotation frequenc_y of th_e magr_1etic isrd.

Theories predict that changes in the interaction between the

wherea(t) is the amplitude of the perturbation agqt) is  magnetic island and the plasma will reduce the island
the phase. Figure 1 plots a typical signal, along with theamplitude!! Measurements of the island amplitudé) and
amplitude, frequency, and phase of the signal. The time evdrequency v(t) also judge the success of rotation control.
lution of the amplitude and frequency makes the calculatiorFurthermore, since the success of the damping depends on
of the spectral quantities difficult. Standard analysis methodghe interaction with the plasma, the spectral response of
using discrete Fourier transforffail because of the time plasma perturbations to rotation control also requires mea-
evolution, necessitating nonstationary signal analysis techsurement. Finally, fundamental studies of island behavior fo-
niques in order to capture the island dynamics. The Hilbertus on how the magnetic island structure interacts with the
transform offers an efficient and straightforward techniqueplasmat?*® Since this structure rotates in experiments, diag-
for calculating the time evolution of the amplitude, phase,nostics measure the island properties in the laboratory frame
and frequency of magnetic island perturbations. The Hilbertather than the magnetic island frame of reference. Knowl-
transform is extensively used in signal processing applicaedge of the measurement phase allows the conversion to a
tions to determine the spectral quantities of signals from grame of reference co-rotating with the island, providing data
variety of sources:® The use of this transform in plasma that can be more directly compared to theoretical predictions.
physics has been largely limited to theoretical work. The  The importance of the amplitude, phase, and frequency
Hilbert transform calculated the complex envelope of highin magnetic island studies led to the implementation of a
frequency electromagnetic waves in plasmas in order to rewide range of techniques to determine these spectral quanti-
duce the computational time and ease the comparison witlles. The simplest technique tracks the maximum and mini-
theory® Another application calculated the Hilbert transform mum of magnetic signals to determine the location of the
of a Gaussian function to produce the dispersion functionmagnetic O and X points, respectively, of the magnetic
Z(¢£), for waves in hot plasmalstiowever, the application to  island**5 A similar method tracks the zero crossing of the
magnetic island studies has been limited. magnetic signals from spatially separated detectors to quan-

An importance focus of current magnetic fusion researchify the island propagatiol The main weakness of these
is the control of magnetic islands with resonant magnetignethods is that they ignore the bulk of the data at the ex-
perturbationsS(RMPS. These perturbations mimic the mag- pense of only one or two points per cycle. Meaningful analy-
netic structure of the islands, providing an external means fogis requires lengthy time sampling with slow changes in the
interacting with the island. Synchronous RMPs act to reducemplitude and frequency. The quadrature technique can also
the island size through negative feedback, using the magnetigeasure the spectral quantities of magnetic isldndew-
ever, this technique can only analyze signals that possess
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1 ! (a) Equations(1) and (2) can be combined to form the analytic
s(t)=a(t)e'*®

=a(t){cod o(t) ] +i sino(t)]}

4 \\"°’ = (1) +ig(). (®)

signal

amplitude

0.50 Using the analytic function, Eq$3)—(5) can determine the
spectral quantities by taking the real and imaginary parts of
15 s(t) to getf(t) andg(t).

© The Hilbert transfornH{f(t)} approximates the analytic

function using only one input signal. The function is defined

freq. (kHz)

s ad
~ d
o» 360 ¢ (> f(t—7)
) H{f(t)}:f(t)+|f dr. (7)
8 180 —o0
_g ° ] 2 Unfortunately, multiple ways of analytically and numerically

defining the Hilbert transform exist. This analytic definition

differs from some formul&s$?? by the addition of thef (t)

FIG. 1. Example of a nonstationary signé Signal a(t)code(V], (b) term in order to make the function definition equivalent to
L o(t) ], . . . .

amplitudea(t), (c) frequencyw(t), and(d) phaseg(t). f[he numerical |mplem_entat|on in MATLAR Th_e transform

is calculated numerically using fast Fourier transforms

fier spectrum of island sianalél” The spectroaram dener- (FFT). The FFT of the signal is calculated, then the ampli-
P 9 ) P 9 g tude of all the negative frequencies are set to zero. This

ally wastes the bulk of the performed calculations for |slandmodified FFT is then inverted to produce the Hilbert trans-

studies, since nqrmally the evolution of only one .frequencyform_ The output of this Hilbert transform method approxi-
component is of interest. The complex demodulation hetero- o
ates the analytic signal

dyne technique reduces the number of calculations comparerH
to the spectrogram, but retains information on the fundamen-  H{f(t)} =s(t)=a(t)e'¢". (8)

tal frequency and the harmonics of the island perturbdfion.

However, the method requires additional programming andther numerical implementations of the Hilbert transform
the careful selection of a digital filter. The key advantage ofeXist. One example is in IDE} where for the default option

the Hilbert transform method is that it offers a straightfor- the entire FFT transform is multiplied by the imaginary num-
ward and efficient method for calculating the three spectraPer i and then inverted. The output of this method is the
quantities from one signal. In addition, the transform is al-negative of the quadrature signala(t)sin¢(t)], rather than
ready implemented in many data analysis programs, such dBe analytic signal directly. The only significant difference
IDL'® and MATLAB,? allowing the straightforward appli- between these and other methods is the exact process neces-

time (ms)

cation to magnetic island data. sary to convert the Hilbert transform output into the quadra-
ture signal. Once this process is determined, the different
Il. HILBERT TRANSEORM Hilbert transform methods are equivalent.

Two issues in the use of the Hilbert transform are the
This section summarizes the Hilbert transform propertiesiniqueness of the output and how closelyf(t)} approxi-
relevant to magnetic island measurements. Determining thenates the analytic signa(t).?! The attempt to use one sig-
spectral quantities is simple if the quadrature component ofial, the diagnostic data, to derive two signals, the amplitude
the signal is knowd*?? A quadrature signal is 90° out of and phase, creates the uniqueness problem. Changes in the
phase with respect to the original signal. The quadraturescillation behavior off (t) can be attributed to changes in
component for Eq(1) is either a(t) or co$e(t)]. The Hilbert transform overcomes
_ - this difficulty by providing a well-defined algorithm for de-
gty=a(vsine(t)]. @ riving two functions, f(t) and g(t), from the signal data.
The combination of Eqs(1) and (2) can determine the am- These two functions can then derive two more unique func-
plitude, phase, and frequency of the signal using the respegons, the amplitude and phase, using Eg$.and(4). Thus,

tive relations the Hilbert transform will always produce a unique answer.
— FZ a2y This shifts the problem to whether the amplitude and phase

AW =NTAO+ gL, @ behavior calculated with the two unique functions is mean-

_,(9() ingful.

¢(t)=tan )’ (4) Two conditions determine the accuracy of approximat-

ing the analytic signal with the Hilbert transform. These con-
W(1)= 1 de 1 (dg/dpf—(df/dtig ©) ditions place experimental requirements on the process being

2w dt 2 f2+g° measured. The first condition stems from the ambiguity
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about whether observed oscillations reflect changes in thlgzIG 3. Rotat ol imerte) Applied RMP. (6 {
. . . . 3. Rotation control experime pplie ,(b) frequency spec-
amplitude or in the frequency. For the signal, trum for data windowed around the points indicated by the arrowa)iric)

f(t)=cog 27 v t)cog 2mv,t), where V> v, (9) Plots the frequency(t) for the RMP and the magnetic island.

the phase could be defined at) =2mv,t with the ampli-
tude variation as(t) = cos(2rwt), or vice versa. The Hilbert
transform overcomes this difficulty by selecting the higher
frequency for the phase evoluti8i! Hence, the application
of the Hilbert transform to Eq(9) produces

trated in the positive frequency portion of the spectrum. The
close agreement between the spectrums indicates that the
Hilbert transform reproduces the analytic function. Since this
implementation of the Hilbert transform sets the negative
frequencies to zero, the lack of significant power levels at
H{f(t)}=cos{27-rvlt)e‘<2”2‘>. (10) negative frequencies for the actual analytic function suggests

. o . that the Hilbert transform method accurately calculates this
Thus, the amplitude variation in the signal must be slowerrPnction

than .the island motion frequency. The second experimenta The main exception to these conditions occurs during the
cond|t|?n dSt.atiS that tré; :'sof)ec;raa:.ﬁt) ar;dtﬁog("i'(.?b] rr:utst be locking of magnetic islands to stationary perturbations. Here,
fseparaeldlnl reth:1en I -Applica '?n o i Et3h : erl'trzns- dthe island motion stops, bringing the frequency to zero. This
orm woulld place the Slower variation into the ampiitude an slowing generally couples to a rapid growth in the island
the faster into the phase, thereby mixing the o changeg;, 23,24 ¢ slowing of the island rotation and the increas-
together and degrade the accuracy the calculated spectriﬁ rate of island growth will eventually bring the frequency

quantities. . ... __of rotation near that of the amplitude variation, violating the
Magnetic |§Iands generally meet these two CondltlonsSecond condition. As the island motion ceases, the first con-

Them=2/n=1 islands on the HBT-Elegh Beta Toka_mak dition will be violated. Nevertheless, rotation experiments

- Extended Pulgetokamak rotate with a frequency in the focusing on changing the rotation frequency rather than lock-

range of y~5-15kHz and an amplitude evolution ef2 ing the island motion will generally meet these conditions.
kHz for both naturally rotating and externally controlled

|sla_nd_s? T_hese islands meet the (_:ond|t|on that the amplltudq”_ APPLICATIONS

variation is slower than the rotation frequency, and that the

two spectra are separated in frequency. Rotation control experiments an=2/n=1 magnetic is-
Fourier analyzingm=2 coils offer the opportunity to lands in HBT-EB® demonstrate the utility of the Hilbert

compare the Hilbert transform output to the actual analytidransform. Resonant magnetic perturbatiORMPS control

function. These coils detect the=2 magnetic island and the island rotation by resonantly interacting with the mag-

possess both a sine and cosine phase. The two signals caetic structure of the island. Changing the frequency of the

construct the analytic signa(t) perturbation changes the island rotation frequency. Figure 3
B . illustrates a typical RMP, where the frequency is ramped
S(O=Teod ) +igsin(t), (19) down from 15 to 2 kHz, decelerating the island. An impor-

wheref (1) is the cosine phase output agg,(t) is the sine  tant issue in these experiments is the success of the RMP in
phase output. Figure 2 compares the energy spectrgftpf changing the island motion. Indications of success appear in
to the energy spectrum of the Hilbert transform of the cosinghe frequency analysis of the magnetic island behavior. The
phase H{f.{t)}. The energy for both functions is concen- magnetic perturbation from the island was windowed over
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FIG. 4. Phase calculations for magnetic and density perturbaiianBlots FIG. 5. Comparison of quadrature and Hilbert calculations of@hquadra-
the actual signalgb) Plots the phase difference, accounting for the detectorture signal,(b) frequency, andc) phase.
locations.(c) Plots the density as a function of island phase for two different
shots. . . . . . .
ior of a diagnostic signal in terms of the magnetic island

structure. This application builds on the previous example.

two small time intervals, one early and one late in the rampRather than simply determining that the peak in the density

[Fig. A(b)], then fast Fourier transformed. The motion of the 0CCUrS at the peak in the poloidal field, the entire density

peak frequency demonstrates that the RMP changed the i rofile across the island can be calculated using the phase.

land frequency. However, the most useful plot would di- he phase of the magnetic signal determines the location

rectly compare the time evolution of the island frequency toWIthln the island of the measurement. Taking the phase of

that of the RMP. The Hilbert transform calculates this infor- g;g r:ggt?ftlcozliggﬁfs’ agr(:gutrr]]tgr]]g;\c/);rtzeir?ha;\?efh;ﬂs?:aellt?irt::
mation in Fig. 3c), illustrating the extent to which the RMP g P ’ 9ing

. . . . _interval pr icture of the diagnostic m rement in
changes the island rotation. Because changes in the |slandte al produces a picture of the diagnostic measurement

rotation depend on a variety of plasma effects, this informa:[erms of the phase of the magnetic sigfieig. 4(c)]. This

o : : . allows for the study of the changes in the island structure
tion is crucial to analyzing these experiments.

A second application of the Hilbert transform comparesacross different discharge types, or for different diagnostic

the phase information of magnetic island data taken by diag§etUpS’ such as different positions of Langmuir probes.

nostics at different locations and/or measuring differen
properties. The phase difference between the diagnostic aﬁl\é' COMPARISON TO OTHER METHODS
the magnetic signal determines the location of the diagnostic The presence of a cosine and sine phase ofnthe?
measurement within the rotating magnetic island structurecoils allows the direct comparison of the Hilbert transform to
This effectively moves the signal into a frame of referenceexact quadrature calculations. The quadrature fundaid@h
corotating with the island. For example, a phase from thegenerated by the Hilbert transforf&q. (6)] can be directly
poloidal field measurement of zero could correspond to theompared to the actual quadrature siggak(t) [Eq. (11)]
magneticO point of the island, while a phase df7# would  from the sine coi[Fig. 5@)]. The amplitude and phase from
in turn correspond to thX point. One application determines these two methods is compared in Figéh)5and 5c). The
the location of perturbations in the density within the islandHilbert transform closely reproduces the actual quadrature
structure as measured by a microwave interferom@tay.  function. The amplitude and phase calculated with the Hil-
4). The lack of a quadrature signal for the interferometerpert transform in turn closely match the actual quadrature
combined with the separate locations of the interferometedata. The key advantage of the Hilbert transform method is
and magnetic diagnostics, makes direct interpretation of théhat only one signal is required to generate the amplitude and
phase difference between the perturbations difficult. The Hilphase. The method is well suited for diagnostics lacking a
bert transform straightforwardly calculates the phase of theuadrature signal, such as Langmuir probes, soft x-ray detec-
interferometer and magnetic coil measurements. Removintprs, and density measurements.
the phase shift due to the different positions of these diag- A common method used to determine the frequency and
nostics determines the time-resolved phase differ¢k@e  amplitude when no quadrature signal is present is the spec-
4(b)]. This phase difference is approximately zero, indicatingtrogram, also known as the time-frequency distribufioh.
that the density peaks occur in phase with increases in thmoving window generates the time-resolved frequency and
poloidal magnetic field. This determines that the density igelative amplitude, producing full frequency spectrum at
peaked near the islar@ point. each time point. Selecting the peak amplitude at each time
This analysis can be extended to determining the behayoint determines the time behavior of the dominant fre-
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o j:c'g:;tj:?c'::c'j sgnal signal, and the net effect on the spectral results is generally
:_'._'(a) difficult to determine. A direct comparison of the original
and reconstructed signal quickly highlights these effects.
A ‘ Furthermore, the comparison can also determine whether the
i ¢ A A '3 21 EE ] HUUYEY LY signal behaves in a nonsinusoidal fashion, helping to deter-
50 ’ : LR B mine when and how spectral techniques fail to fully describe
the signal behavior.

The main disadvantage of the Hilbert transform method
compared to the spectrogram is that the Hilbert method re-
quires the signal to have only one dominant component. Sig-
nals of the form

f(t)=a(t)cod @1(t)]+ay(t)cod @ (t)]+---, (13

where the amplitudes are on the same order of magnitude,
a;~a,~..., do notproduce a meaningful amplitude and
phase when calculated with the Hilbert transform, nor when
calculated with quadrature techniques in general. Instead, the
time (ms) full spectrogram is required to individually trace the behav-
FIG. 6. Comparison of spectrogram and Hilbert calculations of(#hsig- IQI’ O_f the \./arlous'frequency compqnents. When ,the dliagnos-
nal, (b) amplitude, andc) frequency. tic signal is dominated by oscillations from a single island
structure, then the Hilbert transform may be generally used.

) ] o . More advanced techniques are required if the diagnostic sig-
quency and the relative amplitude. The application 10 i0M 4| contains information on multiple magnetic islands.
saturation current measurements of island perturbations is

plotted in Fig. 6. The amplitude and frequency demonstrate
strong agreement between the two methods.
There are two advantages of the Hilbert transform”- ERROR ANALYSIS

method over the spectrogram. First, the Hilbert transformis a e Hilpert transform retains its ability to determine the
significantly faster algorithm. Table | compares the number, y5jityde and phase of a signal even in the presence of white
of FFTs and floating point operations required by both algoygise and/or a lower amplitude signal component. The error

rithms to analyze the same data. Generating the spectrografe 1o white noise in the amplitude calculation is estimated
required 1000 times more FFTs and approximately 60 tlmegy starting with the signal

more floating-point operations than the Hilbert transform for
the equivalent calculations. This saving translates into a sig-  f(t)=a(t)cod ¢(t)]+e¢(t), (14)

bert transform stems from the ability to calculate both thecomponent calculated with the Hilbert transform would be
phase and an amplitude in the original signal units. Phase

calculations using the spectrogram are unstable to small er- (D) =IM[H{f()}]=Im(H{a(t)cod ¢(t)]} +H{es(1)})

rors in the peak frequency. The small window required for —a(t)sin e(t)]+&4(1),

high time resolution produces a large spread in the frequency ¢

domain, making selection of the peak frequency prone to  &g=Im[H{s}]. (15
small errors. However, the Hilbert transform can robustlysince the Hilbert transform only alters the phase of a signal,

calculate the phase in the presence of error, as discussed érg1 is essentially ; with the frequency components shifted by
the next section. This allows for the simple reconstruction of,

At X i inety degrees. Because the phase of white noise is random,
the original signal from the calculated amplitudét) and bothe; ande, possess the same noise amplitude. Thus, the

g

I fluc. (mA)
(-3

------ Spectogram method .(b)
m—— Hilbert method N, y y

amp. (arb. units)

freq. (kHz)

phasee(t) error due to noise of both the original signal and its quadra-
f.(t)=a(t)cog ¢(t)]. (12 ture component is the standard deviation of the noise
The reconstructed signd}(t) can be directly compared to o~std deVe;)~std deveg). (16)

the original signal to determine the effect of the various f"'CaIcuIating the error in the amplitude,, using the stan-
am

tering and smoothing operationbig. 6@]. Spectral tech- 454 formula for the propagation of err8tgives
niques invariably require filtering and/or smoothing of the

ga\® , [d0a\? ,
Tamp— E o+ ﬁ_ o
TABLE |. Comparison of the number of calculations required by Hilbert g
transform and spectrogram processing of the data in Fig. 1. ¢ 2 g 271/2
Number of FFTs Floating point operations :{ \/szgz + ( m) o=0, (17)
Hilbert transform 2 ~15 000 000 . . . . .
Spectrogram 2001 880 000 000 where the error in the amplitude is equal to the white noise

error in the original signal.
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< % 180 20
o,(deg= m—~3/o, (22
where % stands for the percent of white noise in the signal.
Figure 7 plots the effect of white noise and a second signal
component on the phase calculation for the signal plotted in
error = (2/3)*(% white noise) Fig. 1. In Fig. 1a), white noise was added to the signal, and
s ‘ - then the phase was calculated. This phase was compared to
0 5 10 15 20 25 the phase of the base signal to determine the error. For white
% white noise noise ranging from 0 to 25% of the signal amplitude, the
() phase error ranges linearly from 0 to 15°. The calculated
ofTor = 25% error is very close to the error estimate from E2R). Figure
¥ 7(b) illustrates the effect of a second signal component. The
10 phased(t) of the second signal component of E@9) was
érror=10% selected to be 2vt. The phase was calculated, and then
B o o eV VPGP compared to the phase of the base sign@)cod ¢(t)] at
error = 1% three different amplitude levels, ranging from 1% of the
original signal up to 25%. This process was repeated by
0 10 20 %0 40 S0 changing the frequency over the range from 0 to 50 kHz.
freq. (kHz) The error in phase is independent of the frequency of the
FIG. 7. Error in the phase calculation fé white noise compared to the Second component, and stays in the range of 0—-15° for error

dashed line prediction of Eq422) and (b) a second frequency component amplitudes ranging from 0 to 25% of the original signal.
scanned over a range of frequencies and amplitudes.

-t
[¢4]

\

-

error in deg.
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