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“Space Weather” is a preeminent application of plasma science
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Our Space Environment is Complex and Highly Variable 
With Concurrent Plasma Processes and Important Questions to Answer 

Van Allen Probes (A&B) Launched August 2012
Discovered New 3rd Radiation Belt (2 MeV e-) then annihilated by passage of interplanetary shock

ScienceExpress, Baker, et al., 28 Feb 2013
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Vorticity Injection

Laboratory Magnetospheres:
Facilities for Controlled Space Physics Experiments
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How do laboratory magnetospheres work?

• Very strong, but small, dipole magnet inside a 
very large vacuum chamber making possible the 
largest plasmas “on Earth”

• Electron cyclotron waves (“chorus”, ECH) and 
radio waves (Alfvén and ion-cyclotron waves) 
heat and maintain plasma and trapped particles 
giving variety and control over plasma properties 

• Whole plasma access for unparalleled imaging 
and diagnostic measurement

• Polar boundary control and polar diagnostics 
when dipole is mechanically supported

• Extreme plasma pressure and high density when 
dipole is magnetically levitated

In the last set of levitated and supported 
shots (100805033-51) the upper mirror 
plasma was significant

Upper mirror plasma is 
modeled as two currents, 
Im1 and Im2, that are 
evenly distributed across 
two sets of filaments.

Central mirror plasma, 
Im1, can be several kA.  
Outer mirror plasma is 
always less than a couple 
hundred amps.
 

Figure 4.11: A grayscale visible light image of a plasma shot with magnetic field lines overlaid
in yellow, separatrix in red, and current density contours in blue. The upper mirror plasma
current is modeled as 2 currents (I

M1 and I
M2) distributed over a finite set of points in the

upper mirror.

The upper mirror plasma is seperated by the mechanical upper catcher into an inner

region (inside the catcher) and an outer region (outside the catcher). Figure 4.12 shows

the electron cyclotron resonances zones for a typical magnetic configuration on LDX. The

locations of the resonances indicate that the inner upper mirror plasma should only form

when the 10.5 GHz and/or 6.4 GHz power sources are on (it should not form with just the

2.45 GHz power source). Figures 4.13(a) and 4.13(b) show that the inner plasma is seen on

the visible light camera when all power sources are on but is not seen when only the 2.45

GHz source is on.

Instability, or some other unknown event, often causes the inner upper mirror plasma

to be rapidly loss. When this loss occurs there is a rapid change in the flux measured by

flux loop 11 that coincides with a simultaneous decrease in the visible light emitted from the

67

High-β Plasma
High-Confinement

Steady-State

Plasma Ring Current
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Laboratory Magnetospheres are facilities to develop and test 
integrated models in relevant magnetic geometry

• Wave-particle interactions, particle acceleration and loss, 
wave excitations, resonances, …

• Radial transport, turbulent mixing, evolving density profiles, 
particle energization, PDF, …

• Disturbances, impulsive events, …

• Polar boundary sources, magnetopause boundary, …

Scientific goal:
Test “whole plasma” models in relevant magnetic geometry and 

Explore magnetospheric phenomena by controlling the injection of 
heat, particles, and perturbations
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Examples of Controlled Experiments using 
Laboratory Magnetospheres…

• “Artificial radiation belts” show drift-resonant and MHD turbulence are 
reproduced by bounce-averaged gyrokinetic simulations and give 
quantitative verification of magnetospheric transport models

• Low-frequency plasma dynamics is dominated by interchange turbulent 
convection allowing study of 2D physics, inverse-cascade, global mixing, 
etc… in the laboratory

• Levitated dipole can achieve > 50% peak beta with plasma profiles 
comparable to planetary magnetospheres showing key connection between 
plasma dynamics in the lab and in space

• (New) Exploring ULF and Alfvén wave interactions with trapped particles 
using controlled experiments at higher plasma density

7

Drift-Resonant Transport of “Artificial Radiation Belt”

± 100 V
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Inward adiabatic transport and energization of “radiation belt” 
Observed with Polar Imager

Polar 
Imager

Evolving energetic electron precipitation during radial transport
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Whole-Plasma Imaging of Magnetospheric Mixing 

!60!40!200204060
!60

!40

!20

0

20

40

60
Measuredm"1Mode

August 29, 2000 (7 hrs)

IMAGE: Sunlight reflected from He+ 

showing interchange mixing of 
plasmasphere

Streamfunction during Mach ~ 1 rotation 
showing plasma mixing from saturated 

centrifugal mode

Exploring the physics of low-frequency turbulent convection
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Low-Frequency Turbulent Convection:
Quantitative Verification of Particle Transport Models
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Steady Turbulence
• Gas injection controls turbulent dynamics: 

from fast energetic particle drive to slower 
MHD turbulent convection

• Mach ≥ 1 rotation drives centrifugal 
interchange (“Jupiter” mode)

• Chaotic dynamics of global convection 
structures

• High-speed imaging of “blobs” and “holes” 
during turbulent transport

• Inverse cascade in 2D turbulence

• Symmetry breaking

• Feedback 
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Low-Frequency Turbulent Convection:
Quantitative Verification of Particle Transport Models

Chaotic Interaction between 
Convective E×B Streamlines and

Plasma Density Perturbations
Convective Structures Dynamics
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Recent Advancements in Dipole Turbulence Control
Symmetry Breaking Enhances Inverse Cascade and Coherence

(Matt Worstell, PhD 2013)
CHAPTER 7. NON-SYMMETRIC EQUATORIAL BIAS 95
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Figure 7.18: Series of floating potential power spectra showing the evolution in time as a response
to m = 3 non-symmetric bias in shot 7873.
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non-symmetric power spectrum above 8kHz. The total bicoherence, Bt =
1

Ntot

P
f1, f2 b2( f1, f2) with

Ntot the number of terms in the sum, representing all coupling in bicoherence plane more than

doubles during non-symmetric bias versus a high density discharge. In comparison, the symmetric

bias increase is about 10% at either current level.

Summed Bicoherence (Normalized)
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Figure 7.21: Non-symmetric bias displays sharply higher summed bicoherence than either high
density or symmetric bias across nearly all frequencies. Current levels are comparable for the

non-symmetric bias (red, shot 7874) and symmetric bias (blue, shot 7894) at ⇠100mA.

7.4 Rotating/Zero Net Current Equatorial Bias

Experiments were undertaken investigating the e↵ect of a rotating non-symmetric equatorial bias

and the possibility of a resonance between the rotating plasma and the rotating bias.

The rotating equatorial bias setup allowed the possibility to apply a zero net current perturbation,

with the current into the plasma from the emissive equatorial segments being equally matched by

the current drawn by the oppositely biased collecting equatorial segments. In such a configuration

the applied bias would be purely m = 3, in contrast to static applied bias where the applied bias is
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to a steady non-symmetric equatorial bias.

Iin

Iout

Iin = Iout
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Iin = Iout + Iside

Figure 7.1: Illustration of the additional current paths during non-symmetric equatorial bias.

In previous work focusing on driving symmetric radial currents, the radial electric field was

calculated showing very good agreement with experimental measurements, predicting a 1/r potential

profile leading to the plasma rigidly rotating [39]. The model is based on a constant current, which

when injected into the plasma via the equatorial biasing array must flow radially and exit at the

chamber walls. This constraint implies no current flows along the field lines, which is a good

assumption given the insulating magnetic cap. Additional assumptions are needed to estimate

the Pedersen conductivity remaining constant across the plasma. We assume low collisionality

dominated by ion-neutral collisions with an isotropic neutral density across the plasma. With

the strong magnetic field of CTX the Hall term does not significantly contribute to the observed

dynamics. In this way the current density is given entirely by the Pedersen conductivity

J = � · E? = �pE? � �H(E? ⇥ b̂) + �oEk ⇡ �pE?. (7.1)

When this model is modified to allow non-symmetric equatorial bias the current injected at the inner

boundary flows both radially and azimuthally. The change reconfigures the current channels in each

subdomain as depicted in Figure 7.1. One result of breaking the symmetry is that the exponent of

the radial potential dependence increases with rising azimuthal mode number. The dependence

is shown in Table 7.1. While the increase is slightly less than linear the change when the mode

CHAPTER 3. DESCRIPTION OF CTX EXPERIMENT 23

aspects. First, the number of elements was increased from six to twelve to better investigate non-

axisymmetric e↵ects. This was accomplished by eliminating the thermionic emission configuration

used in previous experiments. A portion of the upgraded array is shown in Figure 3.9.

Each of the dozen segments can be independently configured at the vacuum feedthrough to be

biased, grounded or to function as a floating or current probe. Linking the segments together allows

the imposition of a potential bias configured with a m = 0, 1, 2, 3 or 6 azimuthal mode structure as

seen in Figure 3.10. Segments not biased are connected to a current sensor, e↵ectively grounding

them.

Figure 3.10: Possible configurations of the upgraded equatorial biasing array.

The second facet of the array upgrade was to adapt the array to drive higher currents, enabling

operation in the turbulent high density regime. The six earlier array elements were tungsten meshes

with 80% transparency. The e↵ective area of an individual segment was increased by switching to

51 µm thick stainless steel shim stock. Each element was comprised of five pieces of shim stock

18mm ⇥ 90mm folded spot welded into a loop. Prior to the upgrade the equatorial array could
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Recent Advancements in Dipole Turbulence Control
Multiple Controllers Achieve Global Feedback Suppression

(Max Roberts, Doctoral Student)

ExB Direction

Sensor 1

Actuator 1

 HP  HP

Sensor 2

Actuator 2

Problem:  Turbulence decorrelates preventing global suppression
Solution:  Apply multiple independent controllers
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be measuring the di↵erent local dynamics, and as such shows peak amplification and suppression at di↵erent phase
shifts than the original system, as is shown in Figure ??.

With the second system we see a similar trend as observed with the first, where locally the spectrum is dramatically
e↵ected by the feedback, but 180� away the influence is significantly less. This is shown in Figure ??. Note that the
application of feedback, regardless of phase, seems to limit the development of the strong m = 1 mode at 2 kHz. This
system appears to preferentially drive the m = 2 mode instead of the m = 1 mode. This mode is much more prominent
at this azimuth in comparison to near the original feedback system, as can be seen from the cross correlation of nearby
probes.

FIG. 9: Autopower of floating probe during positive and negative feedback, and without. Here the sensor is located at 225�.
Notice the change in location of the influence on the feedback system, as well as the change in influence globally.

As we observed that the influence of the feedback systems for suppressing phase shifts is limited locally, we can
apply both system simultaneously. To maximize the suppression, the optimal phase shift for local suppression was
found for each system from phase scans. By applying feedback with both systems, global suppression of the turbulent
spectrum was obtained, as in shown in Figure ??.

FIG. 10: Global suppression of the turbulent spectrum is shown in purple. The influence of the other two systems is shown in
blue and light blue, and it can be seen that the purple curve is nearly the superposition of the suppressive influence of both
individual systems.

In Figure ??, the two blue curves show the azimuthal influence of the feedback systems individually, while the
purple shows the spectra when both systems are used at the same time. We see that the influence of the two systems
is almost the superposition of the response to the individual systems. We believe this could be extended to even more
independent feedback systems to further reduce the global turbulence.
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Collisionless Random 
Electric Convection

α = magnetic flux, ψ
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Quantitative Verification of Inward Turbulent Convection
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Using only measured electric field fluctuations, 
Thomas Birmingham’s diffusion model is verified with levitated dipole
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Line Density Shows Strong Pinch
Only with a Levitated Dipole
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Turbulent pinch
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With levitated dipole, inward turbulent 
transport sets profile evolution
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World’s Largest Lab Magnetosphere

Size matters:
At larger size, trapped particle energy, intensity of “artificial 

radiation belt”, and plasma density significantly increase

5 m
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High Density and Large Size are required for 
Controlled Investigations of Alfvén Wave Dynamics

1012 C.T. Russell / Planetary and Space Science 49 (2001) 1005{ 1030

Fig. 8. The solar wind interaction with the Moon when the interplanetary
magnetic !eld is perpendicular to the solar wind "ow. The solar wind
is completely absorbed on streamlines that intersect the Moon, leaving a
cavity on the downstream side that !lls by ion motion along the magnetic
!eld at the ion thermal velocity. Because of the charge neutrality condition
in the plasma the electrons move with the ions. In MHD terms the region
in which the plasma is moving toward the wake is called an expansion
fan (Spreiter et al., 1970).

interplanetary magnetic !eld perpendicular to the solar wind
"ow. Not shown is the "ow-aligned case that occurs much
more rarely. In both cases the "owing plasma is absorbed
by the moon leaving an empty wake behind the Moon. In
the aligned-"ow case the plasma cannot "ow into the cavity
behind the moon but the wake does narrow to a diameter
less than that of the moon. In the case with the interplanetary
magnetic !eld perpendicular to the "ow, the plasma closes
behind the Moon at the ion thermal velocity. Since the ions
are much more massive than the electrons and since charge
neutrality requires electrons and ions to stay together in the
solar wind, ion motion governs the electrons as well.
An important aspect of this interaction is the electric !eld.

The solar wind is a "owing, magnetized plasma and hence
has an electric !eld in the frame of reference of the Moon.
Thus ions produced on one side of the moon by photoion-
ization of its tenuous atmosphere will be accelerated down
on to the surface, while on the other side ions will be re-
moved from the moon (Freeman and Ibrahim, 1975). In this
way the solar wind electric !eld both implants ions into the
lunar surface and removes them from the lunar atmosphere.
However, the currents through the body of the Moon, driven
by this electric !eld, are very, very small because of the ex-
tremely low electrical conductivity of the lunar surface. The
solar wind does cause currents in the interior of the moon
by carrying a spatially varying magnetic !eld past the moon
that the moon sees as a time varying magnetic !eld and that
induces a voltage across the moon. These currents "ow en-
tirely within the moon and do not penetrate the crust. Fi-
nally, we note that Mars' tiny moons Phobos and Diemos
have been reported to cause disturbances in the solar wind
(Riedler et al., 1989; Dubinin et al., 1990; Sauer et al., 1998)
but since these moons orbit close to the bow shock when
they are in the solar wind it is di#cult to separate lunar from
planetary e$ects.

Fig. 9. The average con!guration of the magnetic !eld in the Mercury
magnetosphere as drawn in the noon-midnight meridian based on the
Mariner 10 "ybys. (Russell et al., 1988).

4. Mercury

To the non-specialist Mercury looks much like the Moon.
It has a cratered surface and no signi!cant atmosphere
but unlike the Moon it has a magnetic !eld that de"ects
the solar wind well above the surface. The magnetic !eld
con!guration in the noon-midnight meridian is shown in
Fig. 9 as inferred from two "ybys by Mariner 10 in 1974
and 1975. Some recon!guration of the magnetosphere was
detected on the !rst "yby and interpreted in terms of a
magnetospheric substorm as on Earth (Siscoe et al., 1975),
but, since Mercury has no signi!cant ionosphere, stresses
might be communicated much more rapidly in the Mer-
cury magnetosphere than in the terrestrial magnetosphere.
Under the assumption that Mercury' s magnetosphere was
responsive to the interplanetary magnetic !eld orienta-
tion in a manner similar to that on the Earth, Luhmann
et al. (1998) modi!ed Tsyganenko' s (1996) terrestrial mag-
netic !eld model to apply to Mercury. Fig. 10 shows the
equivalent magnetic !eld models for three IMF conditions
obtained by Luhmann et al. (1998). They then assumed that
these model !elds were immediately attained when the IMF
changed and calculated what IMF conditions would create
the magnetospheric conditions observed. Their conclusion
was that the dynamics of the Mercury magnetosphere could
be directly driven with little or no storage of energy in the
magnetic tail, unlike the terrestrial magnetosphere.
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Fig. 15. Magnetic !eld lines in the noon-midnight meridian of the jovian
magnetosphere showing the current sheet in the magnetodisk region (after
Russell et al., 1998a, b).

magnetic !eld in the noon-midnight meridian shown in
Fig. 15. As can be seen in this !gure the nose of the mag-
netosphere is sharper than that of the Earth. Just as the
aerodynamic shape of a supersonic airplane allows the bow
shock to form very close to the nose of that airplane, the
more streamlined shape of the jovian magnetopause allows
the bow shock to be formed closer to the magnetosphere
than at Earth (Stahara et al., 1989).
The existence of a variable source of mass in the inner

jovian magnetosphere provides an extra dimension to the
dynamics of the jovian magnetosphere. There is possible
control by the rate of mass addition as well as by the solar
wind and the interplanetary magnetic !eld. This mass addi-
tion could a"ect the size and the shape of the magnetosphere.
We do not yet know how variable is this mass-loading rate,
so we cannot yet estimate how important this e"ect is on the
size of the magnetosphere. If mass loading were to totally
cease we estimate that the magnetopause stando" distance
would be only about 40RJ which is similar to the smallest
stando" distances seen, but these conditions also most prob-
ably correspond to periods of higher than usual solar wind
dynamic pressure.
As we discussed above, the Earth' s magnetosphere is very

much a"ected by the strength and orientation of the inter-
planetary magnetic !eld, or more correctly, the product of
the solar wind velocity and the component of the magnetic
!eld perpendicular to the solar wind #ow. While the mag-
netic !eld strength is almost a factor of 10 smaller at Jupiter
than at the Earth, the enormous size of the magnetosphere
might compensate for this decrease. We can estimate the im-
portance of the solar wind electric !eld on a magnetosphere
by comparing the solar wind electric !eld, the product of

the magnetic !eld perpendicular to the solar wind #ow and
the solar wind speed, with the corotational electric !eld of
the planetary magnetosphere that is equal to the corotational
speed !R times the north-south component of the magnetic
!eld. Since the corotational speed increases as R and the
magnetic !eld decreases as R3 (in a dipole) the electric !eld
of a rotating dipolar magnetosphere decreases as L−2. Thus
the terrestrial corotational electric !eld is 14L−2 mV m−1

and that of Jupiter 4900L−2 mV m−1 where L is the dis-
tance in planetary radii. The solar wind electric !eld at 1
and 5:2 AU respectively is typically 3 and 0:4 mV=m. If all
of this !eld were able to penetrate the terrestrial and jovian
magnetospheres, the interplanetary and corotational !elds
would be equal at 2:1RE and 100RJ respectively. Since at
Earth only about 10% of the solar wind electric !eld \ pene-
trates" the magnetosphere, the typical distance at which the
electric !elds balance is 6RE. If the same rule applied to
Jupiter the balance point would be about 300RJ. In fact, we
have reason to believe that reconnection is even less e"ective
at Jupiter than at Earth. While #ux transfer events, one man-
ifestation of magnetopause reconnection, were observed at
the jovian magnetopause they were typically smaller and less
frequent than on Earth (Walker and Russell, 1985). More-
over, the reconnection is apparently less e$cient for high
beta conditions that occur behind high Mach number shocks
(Scurry et al., 1994), and the jovian shock has a signi!-
cantly higherMach number than the terrestrial shock. Finally
and most importantly, jovian auroral phenomena behave dif-
ferently than terrestrial aurora (Clarke et al., 1996; Prange
et al., 1998). Jovian aurora rotate with Jupiter and are asso-
ciated with the inner magnetodisk portion of the magneto-
sphere. Unlike terrestrial auroras they do not cluster about
the boundary between open and closed !eld lines. It is clear
that the jovian magnetosphere works much di"erently than
the terrestrial magnetosphere.
The electric !eld associated with corotation arises be-

cause the ionosphere rotates with the atmosphere and the at-
mosphere rotates with the planet. Since electrons can move
quite freely along the magnetic !eld, the magnetic !eld lines
are equipotentials and transmit this electric !eld to the equa-
tor regions. It is, of course, possible that this electric !eld
is altered in some way. If some process \ held" the #ux tube
!xed in the equatorial plane, it would either have to bend
because it was also !xed to the ionosphere, or it would
have to slip with respect to the ionosphere. If it slipped with
respect to the ionosphere, a potential drop would have to
appear across the point where the #ux tube slipped. As dis-
cussed for the Earth this velocity shear leads to intense au-
rora. Thus, to zeroth order, auroral pictures of Jupiter may
simply show us where this slippage is taking place.

7.1. Mass addition at Io

Io is the engine that drives the jovian magnetosphere and
mass addition is the fuel that powers the magnetosphere.
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atmosphere by collisions at the lo  altitude ends of
magneticfield lines.

Radiation belts Region of high fluxes of very energetic
electrons and ions that encircles the earth in the inner
portion of the magnetosphere.

Solar wind Plasma that flows outward from the sun and
fills interplanetary space.

SPACE PLASMA PHYSICS is the study of the plas 
mas that originate from the sun and from the planets and
moons within the solar system. These plasmas occupy
interplanetary space and the magnetospheres of planets.
This article gi es an o erall description of the plasma pro 
cesses which control the large scale structure and dynam 
ics of the near earth space plasma en ironment. This in 
cludes the formation of the solar wind and interplanetary
plasma disturbances. It also includes the interaction of the
solar wind plasma and magneticfield with the magnetic
field of the earth and how this interaction leads to the in-
teresting and dynamic space plasma environment which
exists in the vicinity of the earth. Topics include energy
transfer to and within the earth’s magnetosphere, forma-
tion of magnetospheric structure, and disturbances of the
magnetosphere–ionosphere system which constitute what
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FIGURE 1 Schematic illustration of the magnetosphere in the noon–midnight meridian plane.

has recently been termed“space weather.” Space plasma
physics also includes the interaction of the solar plasma
with other planets, the mixing of solar and planetary plas-
mas, and a wide range of wave modes associated with
plasma oscillations in space.

I. INTRODUCTION

The sun continuously emits a stream of ioni ed particles,
which is referred to as the solar wind and is the primary
component of the plasma whichfills interplanetary space.
The average speed of this stream in the ecliptic plane is
∼   ‖                ‖                          
                                                
                               ∼     ∼   ‖      
                       ‖                      
                 ’s internal magnetic field is approx-
imately that of a dipole. However, the interaction of the
solar wind particles with the earth’s magnetic field com-
presses the earth’s field on the dayside and draws the field
out into a long tail on the nightside. This interaction also
confines most of the magnetic field of the earth to a re-
gion referred to as the magnetosphere (see Fig. 1, which
is a sketch of the magnetosphere in the noon–midnight

Mercury Earth Jupiter

Size 2 RH 10 RE 100 RJ

Density (c / ωpi L) 0.1 0.003 0.00001

Comments Va/L ~ fci Alfvén Resonances Propagating Alfvén
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Alfvén Wave Excitation in LDX:
Opportunity for a Many Important Experiments

Example: 200 kHz m = 2 Polar Launcher

• Alfvén Wave Spectroscopy and Resonances
• Toroidal-Poloidal Polarization Coupling
• Alfvén Wave interactions with Radiation Belt Particles
• Ion Cyclotron Resonance and FLR

Toroidal Poloidal Compressional

Launcher
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Probe Array

100µ
Pellets

Laboratory
Magnetosphere

“Exploding Pellet” Experiments:
Transient High Density and Plasmaspheric Mixing
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First “Exploding Pellet” Experiments

Fast Camera View 250 µsec/frame

200 micron Polystyrene

Next-step: “Exploding Pellet” Experiments scheduled August in larger 
MIT device with ×100 more energy with faster dynamics expected
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Pellet Injection Allows Direct Measurement 
of Flux-Tube Mixing Dynamics

130816014.99 130816014.100

130816014.101 130816014.102

Pellet Explosion

CH Pellet Ablation

Plasma Flux Tube Evolution
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Near-Term Follow-on Experiments:
Fast Injection & Pico-Pico-Satellites

• 2.5 mm Pellet Injector (500 - 
1000 m/sec) for deep fast 
penetration

• ~ 5.0 mm Pico-Pico-Sats for 
laboratory validation of tiny 
satellite probes for swarm 
measurement in magnetosphere 3.8 mm
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Laboratory Magnetospheres: 
Very Large Plasma Experiments World-Wide

• Columbia University: 1.7 m dia; 1.5 kW heating power
Turbulence studies, radiation belt dynamics and transport

• MIT: 5.0 m dia; 25 kW heating power; Levitated
World’s largest, highest energy, most capability (1 MW available)

• Univ. Tokyo: 2.0 m dia; 40 kW heating power; Levitated
e-/e+ plasmas, supersonic flow, highest power and near “perfect” 
confinement

• HIT (Harbin, China): 3.5 m x 10 m (under construction)
Solar wind, 
magnetotail distortion, 
space weather
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NASA’s early effort in Laboratory Testing and Validation can be 
Significantly Advanced with Modern Modeling and Diagnostics

NASA Glenn #5 (1966)
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Space Power Facility (SPF)Space Power Facility (SPF)
Plum Brook Facility at Sandusky
World’s Largest Vacuum Vessel

Opportunity Exists to Explore a Large Scale
Laboratory Magnetosphere
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Laboratory Magnetospheres are Unique Opportunities 
for Controlled Space Physics Experiments

• Laboratory magnetospheres are facilities for conducting controlled tests of 
space-weather models in relevant magnetic geometry and for exploring 
magnetospheric phenomena by controlling the injection of heat, particles, and 
perturbations

• Very large plasmas can be produced in the laboratory, continuously, with low 
power and great flexibility. Verification and discovery of critical plasma science. 

• “Artificial radiation belt” dynamics and transport can be studied. Preliminary tests 
of radiation belt remediation underway.

• Larger laboratory magnetospheres significantly increase trapped particle energy, 
intensity of “artificial radiation belt”, and plasma density. Allowing controlled tests 
of complex Alfvén wave interactions in the magnetosphere.

• Outlook: We can build/operate the largest magnetosphere on Earth
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