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Ch. 4: Review of Cold Plasma Waves

96 Waves in a Cold Plasma

4.2 General Form of the Dispersion Relation

To analyze the waves that can exist in a plasma, the basic equations that must
be solved self-consistently are Maxwell’s equations and the particle equations of
motion. As is well known, Maxwell’s equations can be written in two equivalent
forms, the so-called “microscopic” and “macroscopic” forms. These two forms are
summarized below:

Microscopic Macroscopic

∇×B = µ0 J+ ϵ0 µ0
∂E
∂t

∇×H =Jr +
∂D
∂t

∇×E = − ∂B
∂t ∇×E = −∂B

∂t
∇ ·E = ρq

ϵ0
∇ ·D = ρr

∇ ·B = 0 ∇ ·B = 0 . (4.2.1)

In the macroscopic approach the charge is divided into a real charge and a
polarization charge, ρq = ρr+ρp, and the current is divided into a real current and a
magnetization current, J=Jr+Jm. This division is completely arbitrary, depending
on how we define real charges and polarization charges, and real currents and
magnetization currents. For our purposes it is useful to count all of the charges
in the plasma as polarization charges, so that the displacement field is given by
D = ϵ0 E+P, where P is the dipole moment per unit volume. All of the currents in
the plasma are then included in the displacement current ∂D/∂t. Since the magnetic
moment of the individual particles is normally negligible, in a plasma we usually
assume that B = µ0 H.

4.2.1 The Conductivity and Dielectric Tensors

To obtain a closed system of equations using the macroscopic approach, it is
necessary to specify the relationship between D and E. This specification must
ultimately come from the equations of motion of the particles. The procedure
is first to solve the equations of motion for some assumed wave field. Since the
equations of motion are assumed to be linear, this solution is most easily obtained
by using Fourier transforms, which gives the Fourier transform of the velocity, ṽ,
as a linear function of the Fourier transform of the electric field, Ẽ. The solution
for ṽ can then be substituted into the equation for the current density,

J̃=
∑

s

nsesṽs, (4.2.2)
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and organized into an equation of the form

J̃=
↔
σ · Ẽ, (4.2.3)

where the matrix
↔
σ is a tensor called the conductivity tensor.

Once the conductivity tensor has been determined, the next step is to relate the
electric field Ẽ to the displacement vector D̃. Since the system is assumed to be
linear, in the macroscopic approach the displacement vector D̃ must be a linear
function of the electric field Ẽ. Since we anticipate that anisotropic effects are
likely to occur, the linear relationship between D̃ and Ẽ is assumed to be of the
form

D̃ = ϵ0
↔
K · Ẽ, (4.2.4)

where the matrix
↔
K is called the dielectric tensor. The above equation represents

a generalization of the relation D = ϵ0K E, commonly used in the description of
isotropic media.

The relationship between the dielectric tensor and the conductivity tensor can be
obtained by comparing the microscopic and macroscopic forms of Ampère’s law,
which in Fourier transformation form can be written

Microscopic Macroscopic

ik×B̃ = µ0
↔
σ · Ẽ+ ϵ0µ0(−iω)Ẽ, ik×B̃ = ϵ0µ0(−iω)

↔
K · Ẽ. (4.2.5)

Equating the right-hand sides of the above two equations gives the following
relationship between the dielectric tensor and the conductivity tensor:

↔
K =

↔
1−

↔
σ

iωϵ0
, (4.2.6)

where
↔
1 is the unit tensor.

The procedure for computing the dielectric tensor is first to compute the
conductivity tensor using the particle equation of motion and Eq. (4.2.2) for the
current density. The dielectric tensor is then computed using Eq. (4.2.6). This
procedure is quite general and works for any plasma, hot or cold, provided only
that the plasma can be described by a linear system of equations.

4.2.2 The Homogeneous Equation

To obtain the dispersion relation, we need to look for a solution to Maxwell’s
equations, ignoring external sources. A homogeneous (source-free) system of
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Ampere’s Law (σ ~ perturbed plasma current)
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98 Waves in a Cold Plasma

equations can be obtained by eliminating either E or B from Faraday’s law and
Ampère’s law (4.2.1). After Fourier transforming, Faraday’s and Ampère’s laws
become (using µ0ϵ0 = 1/c2)

ik× Ẽ = −(−iω)B̃ and ik× B̃ =
−iω
c2

↔
K · Ẽ. (4.2.7)

Eliminating B̃ between these two equations gives a homogeneous equation for the
electric field:

k× (k× Ẽ)+
ω2

c2

↔
K · Ẽ = 0. (4.2.8)

Using the definition of the index of refraction, n = ck/ω, the above equation can
be expressed in the following, somewhat simpler, form:

n× (n× Ẽ)+
↔
K · Ẽ = 0. (4.2.9)

Either of the above two homogeneous equations (4.2.8) or (4.2.9) can be written

in matrix form as
↔
Ð · Ẽ = 0. A non-trivial solution for Ẽ is then possible if and

only if the determinant of the matrix is zero, which gives the dispersion relation,
Ð (k,ω). The electric field eigenvector associated with each root of the dispersion
relation can be obtained from the homogeneous equation (4.2.8) or (4.2.9), and
the corresponding magnetic field eigenvector can be obtained from Faraday’s law,
B̃ = (k/ω)× Ẽ or cB̃ = n× Ẽ.

4.3 Waves in a Cold Uniform Unmagnetized Plasma

To illustrate the above procedure, we first consider the special case of waves
propagating in a cold uniform unmagnetized plasma. To obtain a linear set of
equations, all of the dependent variables (vs, ns,E, and B) are assumed to consist
of a constant uniform zero-order term plus a small first-order perturbation. For
example, the number density is assumed to be a constant uniform density plus a
small perturbation, ns = ns0+ns1. Since the plasma is cold (i.e., zero temperature),
the zero-order velocities are assumed to be zero. The zero-order electric field must
also be zero, otherwise at zero order the particles would not remain at rest. Since
the plasma is unmagnetized, the zero-order magnetic field is also assumed to be
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where the term vs1 × B1 has been dropped because it is a product of two small
first-order terms. Without loss of generality we can let the static magnetic field be
in the z direction, B0 = (0,0,B0). After Fourier transforming, the above equation
becomes

−iωms υ̃sx = es[Ẽx + υ̃sy B0],

−iωms υ̃sy = es[Ẽy − υ̃sx B0], (4.4.2)

−iωms υ̃sz = esẼz,

where for notational simplicity the subscript 1 on the first-order terms has again
been dropped. By introducing the cyclotron frequency, ωcs = es B0/ms, the above
equations can be written in matrix form as

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−iω −ωcs 0

ωcs −iω 0

0 0 −iω

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

υ̃sx

υ̃sy

υ̃sz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

es

ms

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.4.3)

This set of linear equations can be solved for the velocity components υ̃sx, υ̃sy, and
υ̃sz by inverting the matrix on the left-hand side, which gives

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

υ̃sx

υ̃sy

υ̃sz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
es

ms

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−iω
ω2

cs −ω2

ωcs

ω2
cs −ω2

0

−ωcs

ω2
cs −ω2

−iω
ω2

cs −ω2
0

0 0
i
ω

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4.4.4)

Following the same procedure as in the previous section, the conductivity tensor
can be determined by computing the current J̃=

∑
s ns0 esṽs, which in matrix form

becomes

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

J̃x

J̃y

J̃z

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
∑

s

ns0e2
s

ms

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−iω
ω2

cs −ω2

ωcs

ω2
cs −ω2

0

−ωcs

ω2
cs −ω2

−iω
ω2

cs −ω2
0

0 0
i
ω

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4.4.5)

8C D 9 D8 4 4 45 8 4 D- 64 5C 7:8 C: 6 C8 8C D D- 7 C: , , ,
/ 4787 9C D- 64 5C 7:8 C: 6 C8 2846 8CD . 8:8 1 5C4C  . 5 4 3 8CD 04 4 - - D 5 86 8 .4 5C 7:8 . C8



Magnetized Plasma4.4 Waves in a Cold Uniform Magnetized Plasma 107

The conductivity tensor, defined by Eq. (4.2.3), can now be identified and is
given by

↔
σ =

∑

s

ns0e2
s

ms

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−iω
ω2

cs−ω2

ωcs

ω2
cs−ω2

0

−ωcs

ω2
cs−ω2

−iω
ω2

cs−ω2
0

0 0
i
ω

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4.4.6)

Finally, the dielectric tensor, defined by Eq. (4.2.6), can be computed and has the
form

↔
K =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S −iD 0

−iD S 0

0 0 P

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.4.7)

where

S = 1−
∑

s

ω2
ps

ω2−ω2
cs
, D =

∑

s

ωcsω2
ps

ω(ω2−ω2
cs)
, (4.4.8)

and

P = 1−
∑

s

ω2
ps

ω2 . (4.4.9)

The term P is seen to be identical to the dielectric tensor elements for an
unmagnetized plasma; see Eq. (4.3.10). This similarity occurs because for motions
along the magnetic field the v×B force is zero, so the magnetic field has no effect
on the z−z element of the dielectric tensor. Following Stix (1992), the terms S and
D can be decomposed into a sum and difference using the relations

S =
1
2

(R+ L) and D =
1
2

(R−L), (4.4.10)

where R and L are defined by

R = 1−
∑

s

ω2
ps

ω(ω+ωcs)
and L = 1−

∑

s

ω2
ps

ω(ω−ωcs)
. (4.4.11)

As will be shown, the equation R is associated with a right-hand polarized mode,
and the equation L is associated with a left-hand polarized mode. Note that the
signs of the cyclotron frequencies in Eq. (4.4.11) are determined by the signs of
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Finally, the dielectric tensor, defined by Eq. (4.2.6), can be computed and has the
form
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ω(ω2−ω2
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, (4.4.8)

and

P = 1−
∑

s

ω2
ps

ω2 . (4.4.9)

The term P is seen to be identical to the dielectric tensor elements for an
unmagnetized plasma; see Eq. (4.3.10). This similarity occurs because for motions
along the magnetic field the v×B force is zero, so the magnetic field has no effect
on the z−z element of the dielectric tensor. Following Stix (1992), the terms S and
D can be decomposed into a sum and difference using the relations

S =
1
2

(R+ L) and D =
1
2

(R−L), (4.4.10)

where R and L are defined by

R = 1−
∑

s

ω2
ps

ω(ω+ωcs)
and L = 1−

∑

s

ω2
ps

ω(ω−ωcs)
. (4.4.11)

As will be shown, the equation R is associated with a right-hand polarized mode,
and the equation L is associated with a left-hand polarized mode. Note that the
signs of the cyclotron frequencies in Eq. (4.4.11) are determined by the signs of
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For θ = 0, the homogeneous equation (4.4.14) becomes
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S − n2 −iD 0

iD S − n2 0

0 0 P

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0. (4.4.20)

The electric field eigenvectors associated with each of the three roots are as
follows:

P = 0, Ẽ = (0,0,E0), (4.4.21)

n2 = R, Ẽ = (E0, iE0,0), (4.4.22)

n2 = L, Ẽ = (E0,−iE0,0). (4.4.23)

Since the electric field eigenvector for the first root, P = 0, is parallel to the
z axis, and therefore to k, this root corresponds to a longitudinal wave. This
is the same longitudinal electrostatic mode described by Eq. (4.3.15) for a cold
unmagnetized plasma. The magnetic field has no effect on this mode because the
particles oscillate along the magnetic field and the v×B force vanishes. As can be
seen from Eq. (4.4.9), the condition P = 0 implies that the oscillation occurs at the
plasma frequency, ω = ± ωp.

Since the electric field eigenvectors for the second and third roots, n2 = R and
n2 = L, are perpendicular to the wave vector, k, which for θ = 0 is along the z
axis, these roots correspond to transverse waves. These modes are electromagnetic,
since Faraday’s law, B̃ = k× Ẽ/ω, shows that the wave magnetic field is non-zero.
Since the field geometry is such that k · Ẽ = 0, Gauss’ law, ρ̃q = ϵ0(ik) · Ẽ, shows
that there are no charge density fluctuations associated with these modes. When
computing the eigenvectors, note that for n2 = R one has S −n2 = −(1/2)(R− L) =
−D, whereas for n2 = L one has S−n2 = D. Thus, the only difference between the
eigenvectors for these two modes is the sign of Ẽy. The +i in the Ẽy component for
the n2 = R mode indicates a π/2 phase shift with respect to the Ẽx component. It
is easily verified that this phase shift corresponds to a right-hand sense of rotation
with respect to the static magnetic field. For example, if E0 is a real number, then
at z = 0,

Ex = Re{E0 e−iωt} = E0 cosωt (4.4.24)

and

Ey = Re{iE0 e−iωt} = E0 sinωt, (4.4.25)
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Figure 4.14 The coordinate system used for analyzing wave propagation in a cold
magnetized plasma.

the charges (i.e., negative for electrons and positive for positively charged ions);
see Eq. (2.4.3).

To obtain the dispersion relation, it is convenient to express the homogeneous
equation (4.2.9) in matrix form. Without loss of generality we can rotate the
coordinate system so that the index of refraction vector n (which is parallel to
k) is in the x,z plane at an angle θ relative to the magnetic field B0 as shown in
Figure 4.14, so that

n = (nsinθ, 0, ncosθ). (4.4.12)

Computing the various cross-products in Eq. (4.2.9) and organizing the results in
matrix form, the homogeneous equation for the electric field can be written

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−n2 cos2 θ 0 n2 sinθcosθ

0 −n2 0

n2 sinθcosθ 0 −n2 sin2 θ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S −iD 0

iD S 0

0 0 P

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0

(4.4.13)

which reduces to
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S − n2 cos2 θ −iD n2 sinθcosθ

iD S − n2 0

n2 sinθcosθ 0 P− n2 sin2 θ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0. (4.4.14)

Following the procedure in the previous section, the homogeneous equation has a
non-trivial solution if and only if the determinant of the matrix is zero, which gives
the dispersion relation

Ð (n,ω) = n2 sinθcosθ [−(S − n2)n2 sinθcosθ]

+ [P− n2 sin2 θ][(S − n2)(S − n2 cos2 θ)−D2] = 0. (4.4.15)
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Figure 4.15 A plot of n2 = R as a function of frequency.

which represents a wave rotating in the right-hand sense with respect to the
static magnetic field. Similarly, the −i in the Ey component of the electric field
eigenvector for the n2 = L mode indicates a left-hand polarized wave. Therefore,
the R and L notation for the two modes gives the sense of rotation (right-hand and
left-hand) with respect to the externally imposed static magnetic field. Note that
this convention does not correspond to the convention used in optics. In optics the
polarization is defined with respect to the wave vector, k, rather than the magnetic
field vector B0.

It is useful next to consider the frequency dependence of the index of refraction
for the R and L modes. For the R mode the index of refraction is given by

n2 = R = 1−
∑

s

ω2
ps

ω(ω+ωcs)
. (4.4.26)

A plot of n2 as a function of frequency is shown in Figure 4.15 for a plasma
consisting of electrons and two types of positively charged ions, with cyclotron
frequencies ωce, ωc1, and ωc2. Note that since ωce is negative for electrons, the
function n2 = R goes to infinity at ω = |ωce|. A condition where the index of
refraction goes to infinity is called a resonance. In this case the resonance is called
the electron cyclotron resonance. Since electrons rotate around the static magnetic
field in the same (right-hand) sense as the rotation of the wave electric field, for
frequencies near the electron cyclotron frequency the wave interacts very strongly
with the electrons. A comparable resonant interaction does not occur at the ion
cyclotron frequencies ωc1 and ωc2, since the wave field and the ions have opposite
senses of rotation.

At a frequency somewhat above the electron cyclotron frequency the index of
refraction goes to zero. A condition where the index of refraction goes to zero
is called a cutoff. The frequency at which this cutoff occurs is called the R = 0
cutoff. To a very good approximation, ion motions can be ignored at these high
frequencies. Omitting the ion terms in Eq. (4.4.26), it can be shown by setting
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with the electrons. A comparable resonant interaction does not occur at the ion
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At a frequency somewhat above the electron cyclotron frequency the index of
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Figure 4.18 Whistlers observed on the ground are guided along the magnetic field
line from one hemisphere to the other by small field-aligned density irregularities.
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Figure 4.19 A representative plot of the electron plasma frequency, ωp(s), and the
cyclotron frequency, ωc(s), as a function of the path length, s, along the magnetic
field line.

The travel time t (ω) for a given frequency ω is then given by

t (ω) =
1

2cω1/2

∫
ωpωc

(ωc −ω)3/2 ds, (4.4.33)

where the integration is carried out along the magnetic field line from the lightning
source to the receiver, as shown in Figure 4.18. In the above equation, both ωc and
ωp are functions of the path length s along the magnetic field line. Representative
plots of ωc(s) and ωp(s) as a function of the path length, s, from one hemisphere
to the other are shown in Figure 4.19. Note from Eq. (4.4.33) that the travel time
goes to infinity at zero frequency and at the minimum electron cyclotron frequency
along the path, ωc(min). Frequencies above ωc(min) are absorbed at the electron
cyclotron frequency during the upgoing portion of the ray path by a process called
cyclotron damping (see Chapter 10) and cannot reach the opposite hemisphere.

Since the travel time depends on the electron density (via the plasma frequency,
ωp) it is obvious that the whistler dispersion gives information on the electron
density. Since ωc is known, the integral equation for t (ω) can in principle be
inverted to give ωp(s). However, in practice small errors in t (ω) usually lead to
large errors in the computed electron density, so certain simplifying assumptions
are usually made. At frequencies well below the electron cyclotron frequency,
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along the path, ωc(min). Frequencies above ωc(min) are absorbed at the electron
cyclotron frequency during the upgoing portion of the ray path by a process called
cyclotron damping (see Chapter 10) and cannot reach the opposite hemisphere.

Since the travel time depends on the electron density (via the plasma frequency,
ωp) it is obvious that the whistler dispersion gives information on the electron
density. Since ωc is known, the integral equation for t (ω) can in principle be
inverted to give ωp(s). However, in practice small errors in t (ω) usually lead to
large errors in the computed electron density, so certain simplifying assumptions
are usually made. At frequencies well below the electron cyclotron frequency,
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|ωce|/ω and the normalized plasma frequency X = (ω2
pe+ω

2
pi)/ω

2. The correspond-
ing CMA diagram is shown in Figure 4.41. The two modes at large X and Y (in
the upper right-hand corner) are the Alfvén modes described earlier. One of these
modes is isotropic, and the other is highly anisotropic (i.e., it has a resonance
cone). The isotropic Alfvén mode transforms smoothly and continuously into
the whistler mode, and the anisotropic Alfvén mode transforms smoothly and
continuously into the ion cyclotron mode. The ion cyclotron mode has a resonance
at the ion cyclotron frequency and does not propagate above this frequency. At the
ion cyclotron frequency, the ion cyclotron mode undergoes a destructive transition
very similar to the destructive transition that occurs for the whistler mode at the
electron cyclotron frequency.

4.5 Ray Paths in Inhomogeneous Plasmas

Next we return to the important question of refraction. Because the index of
refraction changes with spatial position in an inhomogeneous medium, the ray path
is usually not a straight line. The bending of the ray path by inhomogeneous effects
is called refraction. The problem of determining the ray path of a wave propagating
in an inhomogeneous anisotropic medium is difficult. Meaningful solutions are
possible only if the index of refraction varies slowly on a spatial scale comparable
to the wavelength.

The problem of an electromagnetic wave propagating in a slowly varying
medium can be solved by assuming a solution of the form Aeiφ, where the
amplitude A is a slowly varying function of position. The function φ, which
describes the wave front, is called the eikonal. Starting with Maxwell’s equations
and assuming that the dielectric properties are slowly varying functions of position,
it is possible to derive an approximate set of equations ordered according to the
magnitude of the inhomogeneity. These equations were first derived for isotropic
optical media in the late nineteenth century and were extended to anisotropic media
by Weinberg (1962). Because of the complexity of the subject, it is our intention
to give only a brief outline of the theory and focus on some simple applications.

For an inhomogeneous time-dependent medium, Maxwell’s equations can be
written as a set of linear homogeneous partial differential equations of the form

↔
Ð(∇, ∂/∂t, r, t) · f = 0, (4.5.1)

where f is a generalized vector that includes all field components. In the eikonal

approach it is assumed that
↔
Ð depends so weakly on r that all the rapid spatial

dependence in f can be represented by a common multiplicative factor of the form
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eiφ. With this assumption one can replace ∇ in
↔
Ð by ik. If the temporal variations

of the medium are slow, one can further assume that f depends on time through
a factor e−iωt, in which case ∂/∂t can be replaced by −iω. The system of linear
differential equations given by Eqs. (4.5.1) then becomes

↔
Ð(ik, −iω, r, t) · f = 0, (4.5.2)

where ik =∇φ.
To solve the above equation for φ(r), one further assumes that k must satisfy the

dispersion relation for a homogeneous medium evaluated at r, i.e., Ð (k,ω, r, t)= 0.
The dispersion relation by itself does not give k. To find k at all points along the ray
path, one introduces a one-parameter family of trajectories in r, k space defined by

r = r(τ) and k = k(τ). (4.5.3)

A requirement is then imposed that the variation in the dispersion relation be
zero along the actual ray path, i.e., δÐ = 0. Therefore, if the dispersion relation is
satisfied at the initial point τ = 0, it is satisfied at all points along the ray path. The
variation in Ð is given by

δÐ =∇kÐ · dk
dτ

dτ+
∂Ð
∂ω

dω
dτ

dτ+∇Ð · dr
dτ

dτ+
∂Ð
∂t

dt
dτ

dτ = 0. (4.5.4)

The above equation is satisfied if we require that r, k, and ω satisfy the following
system of equations:

dr
dτ
=∇kÐ, (4.5.5)

dk
dτ
=−∇Ð, (4.5.6)

dω
dτ
=
∂Ð
∂t
, (4.5.7)

and

dt
dτ
=−∂Ð

∂ω
. (4.5.8)

The last equation can be regarded as the defining equation for the parameter τ.
To interpret the above system of equations, note that Eqs. (4.5.5) and (4.5.8) can

be combined to give

dr
dt
=− ∇kÐ

∂Ð/∂ω
=∇kω = vg. (4.5.9)
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ωce ωc2ωc1 ωR=0 ω

nA
2

n2
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Figure 4.15 A plot of n2 = R as a function of frequency.

which represents a wave rotating in the right-hand sense with respect to the
static magnetic field. Similarly, the −i in the Ey component of the electric field
eigenvector for the n2 = L mode indicates a left-hand polarized wave. Therefore,
the R and L notation for the two modes gives the sense of rotation (right-hand and
left-hand) with respect to the externally imposed static magnetic field. Note that
this convention does not correspond to the convention used in optics. In optics the
polarization is defined with respect to the wave vector, k, rather than the magnetic
field vector B0.

It is useful next to consider the frequency dependence of the index of refraction
for the R and L modes. For the R mode the index of refraction is given by

n2 = R = 1−
∑

s

ω2
ps

ω(ω+ωcs)
. (4.4.26)

A plot of n2 as a function of frequency is shown in Figure 4.15 for a plasma
consisting of electrons and two types of positively charged ions, with cyclotron
frequencies ωce, ωc1, and ωc2. Note that since ωce is negative for electrons, the
function n2 = R goes to infinity at ω = |ωce|. A condition where the index of
refraction goes to infinity is called a resonance. In this case the resonance is called
the electron cyclotron resonance. Since electrons rotate around the static magnetic
field in the same (right-hand) sense as the rotation of the wave electric field, for
frequencies near the electron cyclotron frequency the wave interacts very strongly
with the electrons. A comparable resonant interaction does not occur at the ion
cyclotron frequencies ωc1 and ωc2, since the wave field and the ions have opposite
senses of rotation.

At a frequency somewhat above the electron cyclotron frequency the index of
refraction goes to zero. A condition where the index of refraction goes to zero
is called a cutoff. The frequency at which this cutoff occurs is called the R = 0
cutoff. To a very good approximation, ion motions can be ignored at these high
frequencies. Omitting the ion terms in Eq. (4.4.26), it can be shown by setting
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Figure 4.18 Whistlers observed on the ground are guided along the magnetic field
line from one hemisphere to the other by small field-aligned density irregularities.
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Figure 4.19 A representative plot of the electron plasma frequency, ωp(s), and the
cyclotron frequency, ωc(s), as a function of the path length, s, along the magnetic
field line.

The travel time t (ω) for a given frequency ω is then given by

t (ω) =
1

2cω1/2

∫
ωpωc

(ωc −ω)3/2 ds, (4.4.33)

where the integration is carried out along the magnetic field line from the lightning
source to the receiver, as shown in Figure 4.18. In the above equation, both ωc and
ωp are functions of the path length s along the magnetic field line. Representative
plots of ωc(s) and ωp(s) as a function of the path length, s, from one hemisphere
to the other are shown in Figure 4.19. Note from Eq. (4.4.33) that the travel time
goes to infinity at zero frequency and at the minimum electron cyclotron frequency
along the path, ωc(min). Frequencies above ωc(min) are absorbed at the electron
cyclotron frequency during the upgoing portion of the ray path by a process called
cyclotron damping (see Chapter 10) and cannot reach the opposite hemisphere.

Since the travel time depends on the electron density (via the plasma frequency,
ωp) it is obvious that the whistler dispersion gives information on the electron
density. Since ωc is known, the integral equation for t (ω) can in principle be
inverted to give ωp(s). However, in practice small errors in t (ω) usually lead to
large errors in the computed electron density, so certain simplifying assumptions
are usually made. At frequencies well below the electron cyclotron frequency,
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currents are present. An example of a series of current-driven electrostatic ion
cyclotron waves detected in a laboratory Q machine is shown in Figure 10.18.

10.3 Electromagnetic Waves

Since an electromagnetic wave has both an electric field and a magnetic field, it
is not possible to describe the electric field by an electrostatic potential, as was
done in the previous section. Instead, the full set of Maxwell’s equations must
be used. The basic procedure used to analyze electromagnetic wave propagation
in a dielectric medium has been described in Chapter 4, and is based on finding
non-trivial solutions to the homogeneous equation

k× (k× Ẽ)+
ω2

c2

↔
K · Ẽ = 0, (10.3.1)

where Ẽ is the electric field of the wave and
↔
K is the dielectric tensor. Non-trivial

solutions of this system of linear equations are possible only when the determinant
of the matrix in the homogeneous equation (10.3.1) is zero, which gives the
dispersion relation. Before we can proceed further, we must compute the dielectric
tensor. The procedure used to compute the dielectric tensor consists of first solving
the linearized Vlasov equation for the first-order distribution function, f̃s, for some
given electric field, Ẽ, and then using f̃s to compute the current density

J̃ =
∑

s

es

∫ ∞

−∞
v f̃s d3υ. (10.3.2)

By expressing the current density in the form J̃ =
↔
σ · Ẽ, the conductivity tensor

↔
σ

can be identified. Once the conductivity tensor is known, the dielectric tensor can

be computed using
↔
K =

↔
1 −↔σ/(iωϵ0); see Eq. (4.2.6).

10.3.1 The Dispersion Relation

Following the above procedure, the first step in deriving the dispersion relation is
to solve the linearized Vlasov equation (10.1.13) for the first-order distribution, f̃s,
for an arbitrary wave electric field, Ẽ. The procedure is basically the same as for
the electrostatic waves described in the previous section. However, the solution is
more complicated because of the v× (k× Ẽ) term introduced by the magnetic wave
field. This term can be expanded using the BAC minus CAB rule, which gives

v× (k× Ẽ) = k(v · Ẽ)− (v ·k)Ẽ. (10.3.3)
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where to simplify the notation we have introduced the definitions

As =
∂Fs0

∂υ⊥
+

k∥
ω

(
υ⊥
∂Fs0

∂υ∥
−υ∥

∂Fs0

∂υ⊥

)
(10.3.10)

and

Ds = −
k⊥
ω

(
υ⊥
∂Fs0

∂υ∥
−υ∥

∂Fs0

∂υ⊥

)
. (10.3.11)

This linear differential equation can be solved using the same integrating factor,
Eq. (10.2.4), used to solve Eq. (10.2.1). This result is

f̃s = i
esns

msωcs

∑

m,n

ei(m− n)φ

αs + n
Jm(βs)

×
[(

n
βs

Jn(βs)Ẽx + iJ ′n(βs)Ẽy

)
As + Jn(βs)BsẼz

]
, (10.3.12)

where the Bessel function identities

Jn+1(βs)+ Jn−1(βs) =
2n
βs

Jn(βs) and Jn+1(βs)− Jn−1(βs) = −2J ′n(βs) (10.3.13)

have been used, and the term Bs is defined by

Bs =
∂Fs0

∂υ∥
+

n
βs

Ds =
∂Fs0

∂υ∥
− nωcs

ωυ⊥

(
υ⊥
∂Fs0

∂υ∥
−υ∥

∂Fs0

∂υ⊥

)
. (10.3.14)

Next, we compute the current by evaluating the integral

J̃ =
∑

s

es

∫ 2π

0

∫ ∞

−∞

∫ ∞

0
v f̃sυ⊥dυ⊥ dυ∥ dφ, (10.3.15)

where v = x̂υ⊥ cosφ + ŷυ⊥ sinφ+ ẑυ∥. The result after integrating over dφ can be
organized in matrix form as

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

J̃x

J̃y

J̃z

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10.3.16)

where the 3× 3 matrix is the conductivity tensor,
↔
σ. The integral in Eq. (10.3.15) is

most easily performed by expressing cosφ and sinφ in complex exponential form
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σzx σzy σzz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10.3.16)

where the 3× 3 matrix is the conductivity tensor,
↔
σ. The integral in Eq. (10.3.15) is

most easily performed by expressing cosφ and sinφ in complex exponential form
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4.2 General Form of the Dispersion Relation

To analyze the waves that can exist in a plasma, the basic equations that must
be solved self-consistently are Maxwell’s equations and the particle equations of
motion. As is well known, Maxwell’s equations can be written in two equivalent
forms, the so-called “microscopic” and “macroscopic” forms. These two forms are
summarized below:

Microscopic Macroscopic

∇×B = µ0 J+ ϵ0 µ0
∂E
∂t

∇×H =Jr +
∂D
∂t

∇×E = − ∂B
∂t ∇×E = −∂B

∂t
∇ ·E = ρq

ϵ0
∇ ·D = ρr

∇ ·B = 0 ∇ ·B = 0 . (4.2.1)

In the macroscopic approach the charge is divided into a real charge and a
polarization charge, ρq = ρr+ρp, and the current is divided into a real current and a
magnetization current, J=Jr+Jm. This division is completely arbitrary, depending
on how we define real charges and polarization charges, and real currents and
magnetization currents. For our purposes it is useful to count all of the charges
in the plasma as polarization charges, so that the displacement field is given by
D = ϵ0 E+P, where P is the dipole moment per unit volume. All of the currents in
the plasma are then included in the displacement current ∂D/∂t. Since the magnetic
moment of the individual particles is normally negligible, in a plasma we usually
assume that B = µ0 H.

4.2.1 The Conductivity and Dielectric Tensors

To obtain a closed system of equations using the macroscopic approach, it is
necessary to specify the relationship between D and E. This specification must
ultimately come from the equations of motion of the particles. The procedure
is first to solve the equations of motion for some assumed wave field. Since the
equations of motion are assumed to be linear, this solution is most easily obtained
by using Fourier transforms, which gives the Fourier transform of the velocity, ṽ,
as a linear function of the Fourier transform of the electric field, Ẽ. The solution
for ṽ can then be substituted into the equation for the current density,

J̃=
∑

s

nsesṽs, (4.2.2)
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and organized into an equation of the form

J̃=
↔
σ · Ẽ, (4.2.3)

where the matrix
↔
σ is a tensor called the conductivity tensor.

Once the conductivity tensor has been determined, the next step is to relate the
electric field Ẽ to the displacement vector D̃. Since the system is assumed to be
linear, in the macroscopic approach the displacement vector D̃ must be a linear
function of the electric field Ẽ. Since we anticipate that anisotropic effects are
likely to occur, the linear relationship between D̃ and Ẽ is assumed to be of the
form

D̃ = ϵ0
↔
K · Ẽ, (4.2.4)

where the matrix
↔
K is called the dielectric tensor. The above equation represents

a generalization of the relation D = ϵ0K E, commonly used in the description of
isotropic media.

The relationship between the dielectric tensor and the conductivity tensor can be
obtained by comparing the microscopic and macroscopic forms of Ampère’s law,
which in Fourier transformation form can be written

Microscopic Macroscopic

ik×B̃ = µ0
↔
σ · Ẽ+ ϵ0µ0(−iω)Ẽ, ik×B̃ = ϵ0µ0(−iω)

↔
K · Ẽ. (4.2.5)

Equating the right-hand sides of the above two equations gives the following
relationship between the dielectric tensor and the conductivity tensor:

↔
K =

↔
1−

↔
σ

iωϵ0
, (4.2.6)

where
↔
1 is the unit tensor.

The procedure for computing the dielectric tensor is first to compute the
conductivity tensor using the particle equation of motion and Eq. (4.2.2) for the
current density. The dielectric tensor is then computed using Eq. (4.2.6). This
procedure is quite general and works for any plasma, hot or cold, provided only
that the plasma can be described by a linear system of equations.

4.2.2 The Homogeneous Equation

To obtain the dispersion relation, we need to look for a solution to Maxwell’s
equations, ignoring external sources. A homogeneous (source-free) system of
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The homogeneous equation for the electric field is obtained by substituting the
dielectric tensor elements into Eq. (10.3.1), which becomes

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Kxx −
c2k2

ω2 cos2 θ Kxy Kxz +
c2k2

ω2 sinθcosθ

Kyx Kyy −
c2k2

ω2 Kyz

Kzx +
c2k2

ω2 sinθcosθ Kzy Kzz −
c2k2

ω2 sinθ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= 0. (10.3.28)

The dispersion relation is then given by the determinant of the matrix. Although
the determinant can, in principle, be evaluated, the resulting equation is too
complicated to be usefully displayed, since each term consists of an infinite
series of integrals involving Bessel functions. To evaluate the dispersion relation
it is usually necessary to use either numerical methods or highly specialized
assumptions. However, one special case that can be analyzed analytically is when
the wave vector is parallel to the magnetic field (θ = 0). Since parallel propagation
illustrates many of the important features that occur for arbitrary wave normal
angles, we will analyze this case in some detail.

10.3.2 Parallel Propagation

From inspection of the homogeneous equation (10.3.28), it is evident that the
dispersion relation simplifies considerably if the wave vector is parallel to the
magnetic field (i.e., θ = 0). There are three such simplifications. First, it is easy
to see that the terms involving sin θ are all zero. Second, since βs = k⊥υ⊥/ωcs = 0
for parallel propagation, it is also easy to see that the Kxz and Kzx terms are zero,
since all of the Bessel function terms, nJ 2

n (βs), go to zero as βs→ 0. Third, it turns
out that the Kyz and Kzy terms are also zero. That these terms are zero can be seen
by noting that, as βs goes to zero, all of the Jn(βs)J ′n(βs) terms go to zero (note that
J0(βs) ≃ 1 and J ′0(βs) = −J1(βs) ≃ −βs/2, as βs→ 0). The homogeneous equation
(10.3.28) then simplifies to

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Kxx −
c2k2

ω2 Kxy 0

Kyx Kyy −
c2k2

ω2 0

0 0 Kzz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= 0. (10.3.29)
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For θ = 0, the homogeneous equation (4.4.14) becomes
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S − n2 −iD 0

iD S − n2 0

0 0 P

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ẽx

Ẽy

Ẽz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0. (4.4.20)

The electric field eigenvectors associated with each of the three roots are as
follows:

P = 0, Ẽ = (0,0,E0), (4.4.21)

n2 = R, Ẽ = (E0, iE0,0), (4.4.22)

n2 = L, Ẽ = (E0,−iE0,0). (4.4.23)

Since the electric field eigenvector for the first root, P = 0, is parallel to the
z axis, and therefore to k, this root corresponds to a longitudinal wave. This
is the same longitudinal electrostatic mode described by Eq. (4.3.15) for a cold
unmagnetized plasma. The magnetic field has no effect on this mode because the
particles oscillate along the magnetic field and the v×B force vanishes. As can be
seen from Eq. (4.4.9), the condition P = 0 implies that the oscillation occurs at the
plasma frequency, ω = ± ωp.

Since the electric field eigenvectors for the second and third roots, n2 = R and
n2 = L, are perpendicular to the wave vector, k, which for θ = 0 is along the z
axis, these roots correspond to transverse waves. These modes are electromagnetic,
since Faraday’s law, B̃ = k× Ẽ/ω, shows that the wave magnetic field is non-zero.
Since the field geometry is such that k · Ẽ = 0, Gauss’ law, ρ̃q = ϵ0(ik) · Ẽ, shows
that there are no charge density fluctuations associated with these modes. When
computing the eigenvectors, note that for n2 = R one has S −n2 = −(1/2)(R− L) =
−D, whereas for n2 = L one has S−n2 = D. Thus, the only difference between the
eigenvectors for these two modes is the sign of Ẽy. The +i in the Ẽy component for
the n2 = R mode indicates a π/2 phase shift with respect to the Ẽx component. It
is easily verified that this phase shift corresponds to a right-hand sense of rotation
with respect to the static magnetic field. For example, if E0 is a real number, then
at z = 0,

Ex = Re{E0 e−iωt} = E0 cosωt (4.4.24)

and

Ey = Re{iE0 e−iωt} = E0 sinωt, (4.4.25)
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and noting that

∫ 2π

0
ei(m− n)φ dφ = 2πδm,n and

∫ 2π

0
ei(m− n± 1)φ dφ = 2πδm,n±1, (10.3.17)

where δm,n is the Kronecker delta.
The Kronecker deltas have the effect of collapsing the double sum over m and

n into a single sum over n, very similar to the procedure used to derive the Harris
dispersion relation equation (10.2.20). The conductivity tensor is then found to be

↔
σ = i

∑

s

e2
sns

msωcs

∑

n

∫ ∞

−∞

∫ ∞

0

2πυ⊥dυ⊥dυ∥
αs + n

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

As
n2υ⊥
β2

s
J 2

n iAs
nυ⊥
βs

JnJ ′n Bs
nυ⊥
βs

J 2
n

−iAs
nυ⊥
βs

JnJ ′n Asυ⊥J ′nJ ′n −iBsυ⊥JnJ ′n

As
nυ∥
βs

J 2
n iAsυ∥JnJ ′n Bsυ∥J 2

n

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10.3.18)

where the Bessel function identities given in Eq. (10.3.13) have been used.
Having computed the conductivity tensor, it is then easy to compute the

dielectric tensor, which is given by
↔
K =

↔
1 − ↔σ/(iωϵ0). After substituting the

appropriate expressions for αs,βs,As, and Bs from Eqs. (10.1.14), (10.3.10), and
(10.3.14) into Eq. (10.3.18), the dielectric tensor elements are found to be

Kxx = 1−
∑

s

ω2
ps

ω

∑

n

∫ ∞

−∞

∫ ∞

0

n2J 2
n (βs)

β2
s (k∥υ∥ −ω+ nωcs)

×
[(

1− k∥υ∥
ω

)
∂Fs0

∂υ⊥
+

k∥υ⊥
ω

∂Fs0

∂υ∥

]
2πυ2

⊥ dυ⊥ dυ∥, (10.3.19)

Kxy = −i
∑

s

ω2
ps

ω

∑

n

∫ ∞

−∞

∫ ∞

0

nJn(βs)J ′n(βs)
βs(k∥υ∥ −ω+ nωcs)

×
[(

1− k∥υ∥
ω

)
∂Fs0

∂υ⊥
+

k∥υ⊥
ω

∂Fs0

∂υ∥

]
2πυ2

⊥ dυ⊥ dυ∥, (10.3.20)

Kxz = −
∑

s

ω2
ps

ω

∑

n

∫ ∞

−∞

∫ ∞

0

nJ 2
n (βs)

βs(k∥υ∥ −ω+ nωcs)
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By taking the determinant of the matrix in the above equation, the dispersion
relation is easily shown to be

Ð(k,ω) =
[(

Kxx −
c2k2

ω2

)(
Kyy −

c2k2

ω2

)
−KxyKyx

]
Kzz = 0. (10.3.30)

From the homogeneous equation (10.3.29), it can be seen that the roots of the
dispersion relation separate into three types: a series of electrostatic modes with
Ẽ= (0,0, Ẽz); a series of electromagnetic modes with eigenvectors Ẽ= (Ẽ0, iẼ0,0);
and a series of electromagnetic modes with eigenvectors Ẽ = (Ẽ0,−iẼ0,0).
The electrostatic modes are the same as those described in Chapter 9 for an
unmagnetized plasma. For these modes, the zero-order magnetic field plays no
role, since the particle motions are along the magnetic field and there is no v× B̂0

force. The analysis of the remaining electromagnetic modes can be simplified
considerably by noting that Kxy = −Kyx and Kxx = Kyy. The latter occurs because,
in the limit βs→ 0, the n2J 2

n (βs)/β2
s terms in Kxx and the J ′n(βs)J ′n(βs) terms in Kyy

both reduce to 1/4 for n = ±1, and zero for n = 0. With these simplifications, the
electromagnetic part of the dispersion reduces to

Ð(k,ω) = Kxx −
c2k2
∥

ω2 ± iKxy = 0, (10.3.31)

which, after substituting the appropriately simplified expressions for Kxx and Kxy,
can be written in the form

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω

×
∫ ∞

−∞

∫ ∞

0

∂Fs0

∂υ⊥
+

k∥
ω

(
υ⊥
∂Fs0

∂υ∥
−υ∥

∂Fs0

∂υ⊥

)

k∥υ∥ −ω±ωcs
πυ2
⊥dυ⊥dυ∥ = 0. (10.3.32)

After factoring out k∥/ω from both the numerator and the denominator, the above
equation can be written in the following, somewhat simpler, form:

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω2

∫ ∞

−∞

Gs0(υ∥)

υ∥ −
ω2 ±ωcs

k∥

dυ∥ = 0, (10.3.33)

where, for convenience, we have defined a reduced one-dimensional distribution
function

Gs0(υ∥) =
∫ ∞

0

[(
ω

k∥
−υ∥

)
∂Fs0

∂υ⊥
+υ⊥

∂Fs0

∂υ∥

]
πυ2
⊥dυ⊥. (10.3.34)
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By taking the determinant of the matrix in the above equation, the dispersion
relation is easily shown to be

Ð(k,ω) =
[(

Kxx −
c2k2

ω2

)(
Kyy −

c2k2

ω2

)
−KxyKyx

]
Kzz = 0. (10.3.30)

From the homogeneous equation (10.3.29), it can be seen that the roots of the
dispersion relation separate into three types: a series of electrostatic modes with
Ẽ= (0,0, Ẽz); a series of electromagnetic modes with eigenvectors Ẽ= (Ẽ0, iẼ0,0);
and a series of electromagnetic modes with eigenvectors Ẽ = (Ẽ0,−iẼ0,0).
The electrostatic modes are the same as those described in Chapter 9 for an
unmagnetized plasma. For these modes, the zero-order magnetic field plays no
role, since the particle motions are along the magnetic field and there is no v× B̂0

force. The analysis of the remaining electromagnetic modes can be simplified
considerably by noting that Kxy = −Kyx and Kxx = Kyy. The latter occurs because,
in the limit βs→ 0, the n2J 2

n (βs)/β2
s terms in Kxx and the J ′n(βs)J ′n(βs) terms in Kyy

both reduce to 1/4 for n = ±1, and zero for n = 0. With these simplifications, the
electromagnetic part of the dispersion reduces to

Ð(k,ω) = Kxx −
c2k2
∥

ω2 ± iKxy = 0, (10.3.31)

which, after substituting the appropriately simplified expressions for Kxx and Kxy,
can be written in the form

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω

×
∫ ∞

−∞

∫ ∞

0

∂Fs0

∂υ⊥
+

k∥
ω

(
υ⊥
∂Fs0

∂υ∥
−υ∥

∂Fs0

∂υ⊥

)

k∥υ∥ −ω±ωcs
πυ2
⊥dυ⊥dυ∥ = 0. (10.3.32)

After factoring out k∥/ω from both the numerator and the denominator, the above
equation can be written in the following, somewhat simpler, form:

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω2

∫ ∞

−∞

Gs0(υ∥)

υ∥ −
ω2 ±ωcs

k∥

dυ∥ = 0, (10.3.33)

where, for convenience, we have defined a reduced one-dimensional distribution
function

Gs0(υ∥) =
∫ ∞

0

[(
ω

k∥
−υ∥

)
∂Fs0

∂υ⊥
+υ⊥

∂Fs0

∂υ∥

]
πυ2
⊥dυ⊥. (10.3.34)
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By taking the determinant of the matrix in the above equation, the dispersion
relation is easily shown to be

Ð(k,ω) =
[(

Kxx −
c2k2

ω2

)(
Kyy −

c2k2

ω2

)
−KxyKyx

]
Kzz = 0. (10.3.30)

From the homogeneous equation (10.3.29), it can be seen that the roots of the
dispersion relation separate into three types: a series of electrostatic modes with
Ẽ= (0,0, Ẽz); a series of electromagnetic modes with eigenvectors Ẽ= (Ẽ0, iẼ0,0);
and a series of electromagnetic modes with eigenvectors Ẽ = (Ẽ0,−iẼ0,0).
The electrostatic modes are the same as those described in Chapter 9 for an
unmagnetized plasma. For these modes, the zero-order magnetic field plays no
role, since the particle motions are along the magnetic field and there is no v× B̂0

force. The analysis of the remaining electromagnetic modes can be simplified
considerably by noting that Kxy = −Kyx and Kxx = Kyy. The latter occurs because,
in the limit βs→ 0, the n2J 2

n (βs)/β2
s terms in Kxx and the J ′n(βs)J ′n(βs) terms in Kyy

both reduce to 1/4 for n = ±1, and zero for n = 0. With these simplifications, the
electromagnetic part of the dispersion reduces to

Ð(k,ω) = Kxx −
c2k2
∥

ω2 ± iKxy = 0, (10.3.31)

which, after substituting the appropriately simplified expressions for Kxx and Kxy,
can be written in the form

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω

×
∫ ∞

−∞

∫ ∞

0

∂Fs0

∂υ⊥
+

k∥
ω

(
υ⊥
∂Fs0

∂υ∥
−υ∥

∂Fs0

∂υ⊥

)

k∥υ∥ −ω±ωcs
πυ2
⊥dυ⊥dυ∥ = 0. (10.3.32)

After factoring out k∥/ω from both the numerator and the denominator, the above
equation can be written in the following, somewhat simpler, form:

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω2

∫ ∞

−∞

Gs0(υ∥)

υ∥ −
ω2 ±ωcs

k∥

dυ∥ = 0, (10.3.33)

where, for convenience, we have defined a reduced one-dimensional distribution
function

Gs0(υ∥) =
∫ ∞

0

[(
ω

k∥
−υ∥

)
∂Fs0

∂υ⊥
+υ⊥

∂Fs0

∂υ∥

]
πυ2
⊥dυ⊥. (10.3.34)
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By taking the determinant of the matrix in the above equation, the dispersion
relation is easily shown to be

Ð(k,ω) =
[(

Kxx −
c2k2

ω2

)(
Kyy −

c2k2

ω2

)
−KxyKyx

]
Kzz = 0. (10.3.30)

From the homogeneous equation (10.3.29), it can be seen that the roots of the
dispersion relation separate into three types: a series of electrostatic modes with
Ẽ= (0,0, Ẽz); a series of electromagnetic modes with eigenvectors Ẽ= (Ẽ0, iẼ0,0);
and a series of electromagnetic modes with eigenvectors Ẽ = (Ẽ0,−iẼ0,0).
The electrostatic modes are the same as those described in Chapter 9 for an
unmagnetized plasma. For these modes, the zero-order magnetic field plays no
role, since the particle motions are along the magnetic field and there is no v× B̂0

force. The analysis of the remaining electromagnetic modes can be simplified
considerably by noting that Kxy = −Kyx and Kxx = Kyy. The latter occurs because,
in the limit βs→ 0, the n2J 2

n (βs)/β2
s terms in Kxx and the J ′n(βs)J ′n(βs) terms in Kyy

both reduce to 1/4 for n = ±1, and zero for n = 0. With these simplifications, the
electromagnetic part of the dispersion reduces to

Ð(k,ω) = Kxx −
c2k2
∥

ω2 ± iKxy = 0, (10.3.31)

which, after substituting the appropriately simplified expressions for Kxx and Kxy,
can be written in the form

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω

×
∫ ∞

−∞

∫ ∞

0

∂Fs0

∂υ⊥
+

k∥
ω

(
υ⊥
∂Fs0

∂υ∥
−υ∥

∂Fs0

∂υ⊥

)

k∥υ∥ −ω±ωcs
πυ2
⊥dυ⊥dυ∥ = 0. (10.3.32)

After factoring out k∥/ω from both the numerator and the denominator, the above
equation can be written in the following, somewhat simpler, form:

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω2

∫ ∞

−∞

Gs0(υ∥)

υ∥ −
ω2 ±ωcs

k∥

dυ∥ = 0, (10.3.33)

where, for convenience, we have defined a reduced one-dimensional distribution
function

Gs0(υ∥) =
∫ ∞

0

[(
ω

k∥
−υ∥

)
∂Fs0

∂υ⊥
+υ⊥

∂Fs0

∂υ∥

]
πυ2
⊥dυ⊥. (10.3.34)
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Finally, the above equations can be converted to Laplace transform notation by
changing ω to ip and changing the υ∥ integration contour such that it passes below
the pole at υ∥ = (ip ± ωcs)/k∥ for k∥ > 0, and above the pole for k∥ < 0, as in
Figure 10.13.

The Low-temperature, Long-Wavelength Limit
As with the electrostatic dispersion relation, it is useful to consider the
low-temperature, long-wavelength limit, so that we can relate the dispersion
relation to the results from cold plasma theory in Chapter 4. This can be done
by expanding the integrand in Eq. (10.3.33) in powers of k∥υ∥/(ω ± ωcs) and
considering the low-temperature, long-wavelength limit of the resulting series of
integrals. However, a simpler approach is to assume that the plasma is cold, with a
distribution function given by

Fs0 =
1

2πυ⊥
δ(υ⊥) δ(υ∥). (10.3.35)

After substituting this distribution function into Eq. (10.3.34) and integrating by
parts once, the reduced one-dimensional distribution function simplifies to

Gs0(υ∥) = −
(
ω

k∥
−υ∥

)
δ(υ∥). (10.3.36)

Completing the υ∥ integration in Eq. (10.3.33) then gives the dispersion relation

Ð(k,ω) = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω(ω±ωcs)
= 0. (10.3.37)

Noting that n2 = c2k2
∥/ω

2, the above equation is seen to be identical to the
cold plasma dispersion relation obtained in Chapter 4 for electromagnetic waves
propagating parallel to the magnetic field (θ = 0). The plus sign corresponds to
right-hand polarized waves (n2 = R), and the minus sign corresponds to left-hand
polarized waves (n2 = L).

Cyclotron Damping
Next we show that the imaginary part of the dispersion relation introduced by the
resonance at υ∥ = (ip±ωcs)/k∥ causes electromagnetic waves to be damped, similar
in some respects to Landau damping. This damping is called cyclotron damping.
In the weak damping limit, the frequency and growth rate can be determined from
Eq. (10.3.33) in the usual way using the Plemelj formula, which gives

Ðr = 1−
c2k2
∥

ω2 −
∑

s

ω2
ps

ω2 P
∫ ∞

−∞

Gs0(υ∥)

υ∥ −
ω±ωcs

k∥

dυ∥ = 0 (10.3.38)
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and

γ =
−Ði

∂Ðr/∂ω
= π

k∥/|k∥|
∂Ðr/∂ω

∑

s

ω2
ps

ω2 Gs0(υ∥)

∣∣∣∣∣∣υ∥ = υ∥Res

, (10.3.39)

where Gs0(υ∥) is given by Eq. (10.3.34), and υ∥Res = (ω ± ωcs)/k∥ is the cyclotron
resonance velocity. The term k∥/|k∥| takes care of the usual sign change that occurs
in the residue as k∥ changes sign.

Equation (10.3.39) shows that the growth or damping of the wave is determined
by the sign of

∑
sω

2
psGs0(υ∥Res). For the purpose of evaluating Gs0(υ∥Res), it is

convenient to separate this function into two integrals as follows:

Gs0(υ∥) =
ω

k∥

∫ ∞

0

∂Fs0

∂υ⊥
πυ2
⊥dυ⊥ −

∫ ∞

0

(
υ∥
∂Fs0

∂υ⊥
−υ⊥

∂Fs0

∂υ∥

)
πυ2
⊥dυ⊥. (10.3.40)

The first integral in the above equation can be integrated by parts once to give

Gs0(υ∥) = −
ω

k∥

∫ ∞

0
Fs02πυ⊥dυ⊥ −

∫ ∞

0

(
υ∥
∂Fs0

∂υ⊥
−υ⊥

∂Fs0

∂υ∥

)
πυ2
⊥dυ⊥, (10.3.41)

which, when substituted into Eq. (10.3.39), gives the following equation for the
growth rate:

γ = π
1

∂Ðr/∂ω

∑

s

ω2
ps

ω2

[
− ω

|k∥|

∫ ∞

0
Fs02πυ⊥dυ⊥

− k∥
|k∥|

∫ ∞

0

(
υ∥
∂Fs0

∂υ⊥
−υ⊥

∂Fs0

∂υ∥

)
πυ2
⊥dυ⊥

] ∣∣∣∣∣∣υ∥ = υ∥Res

. (10.3.42)

To help understand the various terms in the above equation, we next consider
the special case of an isotropic velocity distribution function. For an isotropic
distribution, the distribution function is a function only of the magnitude of the
velocity, Fs0 = Fs0(υ), where υ = (υ2

∥ +υ
2
⊥)1/2. For such a distribution function it is

easy to show that

∂Fs0

∂υ⊥
=
∂υ

∂υ⊥

∂Fs0

∂υ
=
υ⊥
υ

∂Fs0

∂υ
and

∂Fs0

∂υ∥
=
∂υ

∂υ∥

∂Fs0

∂υ
=
υ∥
υ

∂Fs0

∂υ
. (10.3.43)

After substituting these expressions into Eq. (10.3.42), it is evident that the two
terms in the second integral cancel. The growth rate is then given by

γ = −π ω/|k∥|
∂Ðr/∂ω

∑

s

ω2
ps

ω2

∫ ∞

0
Fs02πυ⊥dυ⊥

∣∣∣∣∣∣υ∥ = υ∥Res

, (10.3.44)
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After substituting these expressions into Eq. (10.3.42), it is evident that the two
terms in the second integral cancel. The growth rate is then given by
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which is negative, indicating damping, since, as we will show, ∂Ðr/∂ω is always
positive. This damping is called cyclotron damping. Although cyclotron damping
has many similarities to Landau damping, it differs from Landau damping in one
important respect. As can be seen from the above equation, cyclotron damping is
directly proportional to the distribution function evaluated at the parallel resonance
velocity, whereas Landau damping is proportional to the slope of the distribution
function at the resonance velocity. This difference indicates that cyclotron damping
is fundamentally different from Landau damping in that all particles in the vicinity
of the resonance contribute to the damping, not just those below the resonance
velocity as in the case of Landau damping.

If we limit our consideration to resonance velocities well above the thermal
velocity, the real part of the dispersion relation, Eq. (10.3.38), reduces to the same
equations (n2 = R and n2 = L) obtained in a cold plasma theory, i.e., Eq. (10.3.37).
Thus, if the cyclotron resonance velocity is not too close to the main part of
the distribution function, the waves propagate exactly as in cold plasma theory,
except for the damping, which is directly proportional to the number of particles
in resonance with the wave. For example, consider the whistler mode, for which
the ion motions can be ignored. If the electrons have a Maxwellian velocity
distribution with temperature T , the damping (−γ) is given by

(−γ) = π
ω/|k∥|
∂Ðr/∂ω

ω2
p

ω2

( m
2πκT

)1/2
exp

⎛
⎜⎜⎜⎜⎜⎝−

mυ2
∥Res

2κT

⎞
⎟⎟⎟⎟⎟⎠

∣∣∣∣∣∣
υ∥Res=

ω−ωc
k∥

. (10.3.45)

A plot of the index of refraction squared, n2 = c2k2/ω2, and the damping rate (−γ)
for the right-hand polarized whistler mode, n2 = R, is shown in Figure 10.19.
Because the damping rate (−γ) has an exponential dependence on −(ω − ωc)2,
cyclotron damping is strong only near the electron cyclotron frequency. Note

n2  

ωR=0
ω

ωc

ωc

ωR=0
ω

(–γ)
Cyclotron
damping

Evanescent
region

Whistler
mode

Figure 10.19 The damping (−γ) of the whistler mode as a function of frequency.
Cyclotron damping becomes very strong just below the electron cyclotron
frequency (the hatched region). The whistler mode cannot propagate in the
evanescent region from ωc to ωR = 0.
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Figure 10.25 A loss-cone electron velocity distribution showing the cyclotron
resonance velocity, υ∥Res, for a whistler-mode wave propagating in the k∥
direction.

For this type of distribution function, it is easy to show that the anisotropy factor
is given by A = m/2. Note that a distribution function with a small m is nearly
isotropic, whereas a distribution function with a large m is highly anisotropic.

Since electrons trapped in a planetary magnetic field always have a loss cone,
whistler-mode instabilities of the type described above are a common feature
of planetary magnetospheres, and play an important role in the pitch-angle
scattering and loss of radiation belt electrons (Kennel and Petschek, 1966).
Simple angular momentum considerations show that the generation of right-hand
polarized electromagnetic angular momentum by growing whistler-mode waves
must be associated with a reduction in the right-hand angular momentum of the
electrons. The reduction in the angular momentum decreases the pitch angle and
drives the resonant particles toward the loss cone, where they are lost from the
system.

Two types of whistler-mode emissions occur in planetary radiation belts, hiss
and chorus. Hiss has an almost featureless spectrum, and is believed to be
generated by a marginally stable electron velocity distribution that arises from
a balance between wave growth, which is driven by the loss-cone anisotropy,
and pitch-angle scattering, which acts to scatter particles toward the loss cone,
hence reducing the anisotropy. In contrast to hiss, chorus is highly structured and
typically consists of many discrete tones, often rising in frequency, as shown
in Figure 10.26. When played through a speaker, chorus is often described as
sounding like the whistling songs that birds make when they wake up in the
morning, called the “dawn chorus” in England. The complex frequency–time
structure of chorus is believed to be caused by the trapping of resonant electrons in
the rotating wave field. This trapping is similar in some respects to the electrostatic
particle trapping discussed in Section 9.2.5, except the particles are trapped in
the rotating electromagnetic wave field rather than the longitudinal electrostatic
field. For a numerical simulation of the nonlinear trapping process believed to be
responsible for the frequency–time structure of chorus, see Nunn et al. (1997), and
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Experimental measurements of electron-cyclotron resonance heating (ECRH) of a highly ionized 
plasma in mirror geometry is compared to a two-dimensional, time-dependent, Fokker-Planck 
simulation. Measurements of the absorption strength of the electrons and of the energy 
confinement of the ions helped to specify the parameters of the code. The electron energy 
distribution is measured with an end-loss analyzer and a target x-ray detector. These characterize 
a non-Maxwellian distribution consisting of "passing" ( 10 eV < T •. p < 30 eV), "warm" (50 
e V < T •. w < 300 e V), and "hot" ( 1.2 ke V < Te,h < 4.0 ke V) electron populations. The temperature 
and fractional densities of the warm and hot populations depend on the absorbed power and total 
density. A similar distribution is calculated with the simulation program that reproduces the end-
loss and x-ray signals. Both the experimental measurements and the simulation are described. 

I. INTRODUCTION 
One of the most successful applications of the quasilin-

ear theory of radio-frequency heating has been the modeling 
of the velocity-space diffusion induced from ion-cyclotron 
instabilities in mirror-confined plasma. 1 This theory de-
scribes the evolution of velocity-space density caused by a 
succession of resonances localized along a particle's bounce 
orbit. For each pass through resonance, the particle receives 
a "kick" in its velocity .jv. The "kicks" result in random 
motion along specific trajectories in velocity-space, provided 
that the magnitude of .j v is sufficiently large to overlap adja-
cent bounce resonances.2 The growth of the ion-cyclotron 
instabilities-described by a WKB theory-is largely deter-
mined by the steepness of the velocity-space gradient at the 
ion's loss boundary, and this gradient has been self-consis-
tently calculated with use of the bounce-averaged quasilin-
ear equation. 3•4 

The WKB/bounce-averaged quasilinear theory is 
equally well suited to the analysis and design of microwave 
heating applied at the electron-cyclotron frequency. Funda-
mentally, this requires the generalization of the theory of 
electrostatic ion-cyclotron heating to include electromag-
netic waves, finite parallel index of refraction (N 

11 
), and arbi-

trary polarization. 5 Geometric optics is used to determine 
the wave parameters at resonance, and these parameters are 
used in a Fokker-Planck simulation to determine the evolu-
tion of the electron velocity distribution. The first example of 
this application was the set of ray-tracing and Fokker-
Planck calculations used to predict the steady-state param-
eters of the ECR-heated, experiment.6 

Numerical calculations have also been performed in or-
der to simulate the pulsed electron-cyclotron heating of 
M.I.T.'s Constance 2 mirror experiment.7 These calcula-
tions are unique since ( 1) the effects of nonzero parallel index 
of refraction, N

11
, were included, (2) the code simulated the 

rapid heating which occurred during the short rf heating 
pulse (r,1 -15 ,usee), and (3) the code matched the electron 
and ion loss rates in order to self-consistently calculate the 
plasma's changing ambipolar potential. The output of the 
program is the electron distribution function, which is then 

used to calculate the end-loss current and the x-ray signals. 
These are directly compared to the experimental measure-
ments. The results of the comparison are summarized in this 
paper and provide experimental evidence supporting the 
predictions of the electromagnetic quasilinear theory of cy-
clotron heating of electrons. 

This article necessarily deals both with experimental 
and theoretical aspects of electron-cyclotron heating. In the 
first half (Sees. II and III) we emphasize the experimental 
observations and parameters of the heating observed in the 
Constance 2 experiment, while in the second half (Sees. IV 
and V) we emphasize the theoretical issues pertaining to the 
numerical simulation of the electron-cyclotron heating. 

In Sec. II we describe the Constance 2 experiment and 
present relevant results of preliminary investigations that 
determine ( 1) the dominant energy loss process of the un-
heated plasma, (2) the average density and energy of the heat-
ed electrons by using the interferometer, diamagnetic, loop, 
and radial probe analysis, and (3) the microwave absorption 
strength of the electrons. These steps not only introduce the 
measurements used in Sec. III to characterize the heated 
electrons but also help to determine parameters used in the 
simulation. The ion confinement measurements revealed 
that the ions are cool (20 eV S T; < 60 eV) and "flow" 
through the mirror at the ion thermal speed. This creates a 
large density at the mirror peaks, which in tum allows a 
large flux of cool electrons to enter the mirror region, lower-
ing the ambipolar potential and decreasing the warm elec-
tron confinement. Radial profiles of the ion saturation cur-
rent collected by a probe and of the plasma's magnetic field 
measured by a small magnetic loop determine the radius of 
the heated electrons. These measurements also indicate large 
radial temperature gradients-with a relatively cool core 
and a hotter edge. Finally, by comparing the rate of rise and 
fall of diamagnetism during ECRH to the input power, the 
electrons appeared to be strongly absorbing. This is consis-
tent with ray-tracing calculations7•8 performed for the Con-
stance 2 geometry, which indicated high parallel index of 
refraction (N 

11 
;;: 2) and first pass absorption. These ray-trac-

ing calculations were similar to those reported by Porkolab 
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Experimental measurements of electron-cyclotron resonance heating (ECRH) of a highly ionized 
plasma in mirror geometry is compared to a two-dimensional, time-dependent, Fokker-Planck 
simulation. Measurements of the absorption strength of the electrons and of the energy 
confinement of the ions helped to specify the parameters of the code. The electron energy 
distribution is measured with an end-loss analyzer and a target x-ray detector. These characterize 
a non-Maxwellian distribution consisting of "passing" ( 10 eV < T •. p < 30 eV), "warm" (50 
e V < T •. w < 300 e V), and "hot" ( 1.2 ke V < Te,h < 4.0 ke V) electron populations. The temperature 
and fractional densities of the warm and hot populations depend on the absorbed power and total 
density. A similar distribution is calculated with the simulation program that reproduces the end-
loss and x-ray signals. Both the experimental measurements and the simulation are described. 

I. INTRODUCTION 
One of the most successful applications of the quasilin-

ear theory of radio-frequency heating has been the modeling 
of the velocity-space diffusion induced from ion-cyclotron 
instabilities in mirror-confined plasma. 1 This theory de-
scribes the evolution of velocity-space density caused by a 
succession of resonances localized along a particle's bounce 
orbit. For each pass through resonance, the particle receives 
a "kick" in its velocity .jv. The "kicks" result in random 
motion along specific trajectories in velocity-space, provided 
that the magnitude of .j v is sufficiently large to overlap adja-
cent bounce resonances.2 The growth of the ion-cyclotron 
instabilities-described by a WKB theory-is largely deter-
mined by the steepness of the velocity-space gradient at the 
ion's loss boundary, and this gradient has been self-consis-
tently calculated with use of the bounce-averaged quasilin-
ear equation. 3•4 

The WKB/bounce-averaged quasilinear theory is 
equally well suited to the analysis and design of microwave 
heating applied at the electron-cyclotron frequency. Funda-
mentally, this requires the generalization of the theory of 
electrostatic ion-cyclotron heating to include electromag-
netic waves, finite parallel index of refraction (N 

11 
), and arbi-

trary polarization. 5 Geometric optics is used to determine 
the wave parameters at resonance, and these parameters are 
used in a Fokker-Planck simulation to determine the evolu-
tion of the electron velocity distribution. The first example of 
this application was the set of ray-tracing and Fokker-
Planck calculations used to predict the steady-state param-
eters of the ECR-heated, experiment.6 

Numerical calculations have also been performed in or-
der to simulate the pulsed electron-cyclotron heating of 
M.I.T.'s Constance 2 mirror experiment.7 These calcula-
tions are unique since ( 1) the effects of nonzero parallel index 
of refraction, N

11
, were included, (2) the code simulated the 

rapid heating which occurred during the short rf heating 
pulse (r,1 -15 ,usee), and (3) the code matched the electron 
and ion loss rates in order to self-consistently calculate the 
plasma's changing ambipolar potential. The output of the 
program is the electron distribution function, which is then 

used to calculate the end-loss current and the x-ray signals. 
These are directly compared to the experimental measure-
ments. The results of the comparison are summarized in this 
paper and provide experimental evidence supporting the 
predictions of the electromagnetic quasilinear theory of cy-
clotron heating of electrons. 

This article necessarily deals both with experimental 
and theoretical aspects of electron-cyclotron heating. In the 
first half (Sees. II and III) we emphasize the experimental 
observations and parameters of the heating observed in the 
Constance 2 experiment, while in the second half (Sees. IV 
and V) we emphasize the theoretical issues pertaining to the 
numerical simulation of the electron-cyclotron heating. 

In Sec. II we describe the Constance 2 experiment and 
present relevant results of preliminary investigations that 
determine ( 1) the dominant energy loss process of the un-
heated plasma, (2) the average density and energy of the heat-
ed electrons by using the interferometer, diamagnetic, loop, 
and radial probe analysis, and (3) the microwave absorption 
strength of the electrons. These steps not only introduce the 
measurements used in Sec. III to characterize the heated 
electrons but also help to determine parameters used in the 
simulation. The ion confinement measurements revealed 
that the ions are cool (20 eV S T; < 60 eV) and "flow" 
through the mirror at the ion thermal speed. This creates a 
large density at the mirror peaks, which in tum allows a 
large flux of cool electrons to enter the mirror region, lower-
ing the ambipolar potential and decreasing the warm elec-
tron confinement. Radial profiles of the ion saturation cur-
rent collected by a probe and of the plasma's magnetic field 
measured by a small magnetic loop determine the radius of 
the heated electrons. These measurements also indicate large 
radial temperature gradients-with a relatively cool core 
and a hotter edge. Finally, by comparing the rate of rise and 
fall of diamagnetism during ECRH to the input power, the 
electrons appeared to be strongly absorbing. This is consis-
tent with ray-tracing calculations7•8 performed for the Con-
stance 2 geometry, which indicated high parallel index of 
refraction (N 

11 
;;: 2) and first pass absorption. These ray-trac-

ing calculations were similar to those reported by Porkolab 
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et a/.9
; however, in Constance 2, the ratio of the rf wave-

length to the plasma thickness was of order unity so that 
these predictions can be used only to approximate the actual 
wave parameters. 

In Sec. III measurements of the warm electron end-loss 
temperature and target x-ray signals are used to characterize 
the electron energy distribution over the range of densities 
(0.1Xl012 cm- 3 <(n),0 ,<l012 cm- 3) and energies 
( (nE ),0 , < 300X 1012 eV cm-3 ) studied in the experiment. 
This is compared to the equivalent "measurements" from 
the simulation presented in Sees. V. The code results and the 
measurements are similar with the exception that the mea-
sured x-ray temperatures are generally a factor of 2 to 4 

. times larger than that calculated by the program. Uncertain-
ties in the x-ray measurements caused by the radial tempera-
ture gradients and the axial profile of the resonant electric 
field could account for the discrepancy. Section V also com-
pares measured and simulated examples of the time develop-
ment of the x-ray and end-loss signals. Of particular interest 
is the time history of the warm end-loss current illustrating 
the decreased confinement of the magnetically confined 
electrons during strong ECRH. The enhanced losses could 
result from either (I) pitch-angle scattering of the mirror-
confined electrons into velocity-space regions strongly con-
nected by rf diffusion to the loss cone, or (2) parallel heating 
caused by parametrically excited waves. The first process 
was predicted by Lichtenberg and Melin 10 and described 
briefly in terms of the bounce-averaged quasilinear equation 
in Sec. 9 ofBernstein and Baxter.5 This is the "ECRH ana-
log" of the previously mentioned enhanced ion losses in-
duced by ion-cyclotron instabilities. However, the ECRH 
effect measured and simulated for this paper is much weaker 
than the ion losses that resulted from direct rf diffusion into 
the ambipolar hole. Evidence for parallel heating was ob-
served in the absence of cyclotron resonance (i.e., when the 
midplane cyclotron frequency, Wco• was higher than the mi-
crowave frequency, wrr), but it could not be determined 

DIVERTOR COIL 

whether or not parametrically excited waves accompanied 
"normal" cyclotron heating (i.e., when wrf 0 ) and con-
tributed to the measured current. 7 

In Sec. IV we describe the use of the bounce-average 
quasilinear theory in developing the Fokker-Planck simula-
tion. Here it is shown that rfheating induces velocity-space 
currents with a direction determined solely by the micro-
wave frequency and independent of N

11 
and polarization-a 

fact that greatly simplifies the simulation. An important re-
sult of this section is the description of the particle and ener-
gy source that represents the flow through the loss boundar-
ies. It is this term that permits a time-dependent calculation. 
In Sec. VI the conclusions from the study are summarized. 
An Appendix is attached in which we describe the numerical 
techniques used for the simulation. 

II. THE CONSTANCE 2 ECRH EXPERIMENT 
The Constance 2 experiment was modeled after the ear-

lier Constance 1 and PR-6 experiments. 11 •12 The plasma is 
formed by a plasma gun at one end of a long, two meter guide 
field. The plasma passes down the guide field and streams 
through the mirror, where a combination of collisional and 
rf diffusion (induced by injection instabilities) traps some of 
the ions. By controlling the injection time, the density in the 
mirror region can be increased beyond 5 X 1012 em- 3• At the 
end of the injection, the plasma gun discharge is crow-barred 
and a fast rise-time divertor coil is energized, isolating the 
guide-field plamsa from the plasma in the mirror region. 
Typically, the injection lasts 150 to 400 ttsec, and the decay 
time is between 60 and 120 f..LSec. 

A schematic of the experiment is shown in Fig. 1 which 
illustrates the location of the mirror region, guide field, and 
the plasma gun. The main mirror and guide-field magnets 
are outside the vacuum chamber, whereas the divertor coil 
and quadrapole stabilizing coils are located within the vacu-
um chamber. The mirror ratio is 2: 1 and the quadrapoles are 
energized to produce line-averaged minimum-IB I geometry 
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FIG. I. A schematic of the Constance 2 experi-
ment showing the magnets, vacuum chamber, 
and electron diagnostics (top). The 10' and 45' 
waveguides were fed through the inside of the 
vacuum chamber and the main magnets from 
the end fan region. The center mirror chamber 
with a neutral-gas balfel at each mirror peak 
was lined with the microwave absorbing liners. 
The axial magnetic field, potential, and density 
profiles are those assumed for this analysis. 
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