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Waves in a Hot Magnetized Plasma

In this chapter we discuss the propagation of small-amplitude waves in a hot
magnetized plasma. Just as for a cold plasma, the presence of a static zero-order
magnetic field in a hot plasma leads to a wide variety of new phenomena. Because
the zero-order motions of the particles in a magnetized plasma consist of circular
orbits around the magnetic field, some type of resonance can be expected when
the wave frequency is equal to the cyclotron frequency. In a cold plasma, this
resonance is the same for all particles of a given charge-to-mass ratio, and gives
rise to the well-defined cyclotron resonances described in Chapter 4. In a hot
plasma, the frequency “felt” by a particle is Doppler-shifted by the thermal
motion of the particle along the static magnetic field. For a given parallel velocity,
resonance occurs when the frequency in the guiding-center frame of reference of
the particle is at the cyclotron frequency, i.e., ω′ = ω − k∥υ∥ = ωc. Because of
the thermal spread in the particle velocities, the resonance is no longer sharp,
as it was in a cold plasma, but is now broadened by the thermal motion. The
resonant interaction also produces damping, called cyclotron damping, in a manner
somewhat analogous to Landau damping. If the cyclotron radius of the particle
is a significant fraction of the wavelength, the phase shift introduced by the
periodic cyclotron motion of the particles back and forth along the perpendicular
component of the wave vector produces a phase modulation at the cyclotron
frequency. As we will show, this phase modulation leads to a series of resonances at
harmonics of the cyclotron frequency. The general cyclotron resonance condition
then becomes ω′ =ω − k∥υ∥ = nωc, where n is an integer.

Given the complexity of the cyclotron resonance interactions described above, it
should come as no surprise that the mathematical analysis is more difficult than for
a cold plasma. Nevertheless, it is possible to derive a general dispersion relation
for the propagation of small-amplitude waves in a hot magnetized plasma. Because
of the complexity of the analysis, we will restrict our discussion to certain special
cases that are of general interest.
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10.1 Linearization of the Vlasov Equation

Before proceeding with the derivation of the dispersion relation, it is useful to
discuss some general features of the linearized Vlasov equation when a zero-order
magnetic field is present. Since the wave amplitudes are assumed to be small,
the Vlasov equation is linearized in the usual way by assuming that the velocity
distribution function consists of a constant homogeneous zero-order term, fs0(v),
plus a small perturbation, fs1(v), so that

fs(v) = fs0(v)+ fs1(v). (10.1.1)

Since the plasma is magnetized, we must now assume that the magnetic field
consists of a constant homogeneous zero-order term plus a small first-order
perturbation, i.e., B = B0 + B1. For the electric field, it is sufficient to assume
that the zero-order term is zero, so that E = E1. This assumption is justified on
the grounds that, except for exceedingly strong electric fields (E0 ≥ cB0), it is
always possible to transform to a frame of reference in which E0 = 0. Using these
definitions it can be shown that the zero- and first-order linearized expansions of
the Vlasov equation (5.2.15) are given by

v×B0 ·∇v fs0 = 0 (10.1.2)

and

∂ fs

∂t
+ v ·∇ fs +

es

ms
(v×B0) ·∇v fs +

es

ms
[E+ v×B] ·∇v fs0 = 0, (10.1.3)

where as usual we have dropped the 1 subscript on the first-order terms. Because
of the anticipated azimuthal symmetry with respect to the zero-order magnetic
field, it is useful to introduce cylindrical velocity space coordinates (υ⊥,φ,υ∥), with
B0 along the z axis as shown in Figure 10.1. To understand the meaning of the
condition imposed on the zero-order distribution function by Eq. (10.1.2), we start
by writing this equation in rectangular (x,y,z) coordinates:

(v×B0) ·∇v fs0 =

(
υy
∂ fs0

∂υx
− υx

∂ fs0

∂υy

)
B0 = 0. (10.1.4)

Next, we transform this equation to cylindrical velocity space coordinates by using
the equations υx = υ⊥ cosφ,υy = υ⊥ sinφ, and υz = υ∥, which when substituted into
the above equation gives

(v×B0) ·∇v fs0 =

(
υ⊥ sinφ

∂ fs0

∂υx
− υ⊥ cosφ

∂ fs0

∂υy

)
B0 = 0. (10.1.5)
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FIG. 6.-Comparison of theoretical dispersion curves and experimentai data for 
Bo = 357 G and pressure = lm torr. 

(a) oB/w,  = 5 V, = 0.98. IO8 cm/sec 
(b) w,/o, = 3.25 V, = 0.98 . lo8 cmlsec. 

association with a double Langmuir probe was used to measure the absolute value 
of the density. Due to the uncertainty associated with the measurement of small 
phase shifts from the interferometer, these density measurements are estimated to 
be accurate within &lo  per cent. On the other hand the value of the density was 
deduced from Whistler wave dispersion measurements made in the same plasma 
(to be published elsewhere), and was found to be in good agreement (within & l o  per 
cent) with the values obtained from the microwave transmission data. In regard to 
the usefulness of the method in measuring electron temperatures, the knowledge 
of the density in greater accuracy is not essential if one is working in the high density 
regime as can easily be seen from Fig. 7. We estimated that for values of o,/w, > 4 
variation in density of 10 per cent produced uncertainty in the value of V,  less than 
1 per cent. Even for the data of Fig. 6(b) for a 17 per cent variation in density the 
uncertainty in the value of V ,  is 28 per cent. We would point out that in most cases 
it is quite simple to check if one is working in the high density regime simply by 
varying the electron density and observing whether the Bernstein wavelength remains 
constant or not. 

Another factor to be taken into account is the nonuniformity of the density across 
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Abstract-Bemstein (electron cyclotron) waves have been successfully excited and detected in a 
fairly dense r.f. Argon plasma. The use of these waves as a diagnostic tool in studying the thermal 
properties of the plasma in the direction perpendicular to an applied magnetic field has been investi- 
gated. The method could be useful in probing a wide variety of laboratory plasmas. 

1. INTRODUCTION 
IN RECENT years it has been recognized that the propagation of waves in plasmas 
can be used by the experimentalist as diagnostic tool for probing the state of the 
medium. 

The main interest is in waves whose dispersive characteristics are both well 
known and strongly dependent on plasma parameters such as density or temperature. 
These waves should also be relatively easily excited and detected and if local measure- 
ments are desired the typical wavelengths should be smaller than the scale length of 
variation of the quantity being measured. 

Waves whose propagation characteristics can be used to give information about 
the thermal properties of plasmas are particularly useful. For example ion acoustic 
and plasma waves has been used to measure electron temperature (GENTLE, 1970). 
In plasmas however where an anisotropy is introduced by the applied magnetic 
field the possibility arises of anisotropy in the velocity distribution and so the need for 
measuring the component of the electron temperature perpendicular to the magnetic 
field, TEL. This has been done almost exclusively with diamagnetic loops a method 
which requires pulsing of the plasma and which is difficult to use in many cases. 

For the measurement of TEL obvious candidates for consideration are the so 
calied Bernstein waves (BERNSTEIN, 1958). These are electrostatic waves propagating 
siightly damped in a direction perpendicular to the magnetic field. Experimental 
investigations of their dispersion properties have been made (CRAWFORD et al., 1964; 
HARP, 1965; CRAWFORD et al., 1965; LEUTERER, 1969; CLJNCKEMAILLIE, 1970; 
THOMAS et al., 1970; BRAND and COHEN, 1972) and dispersion curves calculated 
for several distribution functions (CRAWFORD et al., 1970). The agreement between 
theory and experiment has been satisfactory. From these studies we know that the 
dispersion properties are strongly dependent on Tel and for tenuous magnetized 
plasmas on the density. At higher densities and indeed for values of the ratio of the 
electron plasma frequency to the electron cyclotron frequency O,/L(), > 5 the wave 
dispersion is virtually density independent. Thus at high densities or low densities 
when the density is known, Tel can be measured by a single parameter fit (TeL), 
while at low densities a two parameter fit (aE, TeL) is required if the density is unknown. 
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FIG. 5.-Typical received signals using arrangement of Fig. 4. Electron cyclotron 
frequency5 = 1130 MHz, Curve A forf= 2000 MHz, Curve B forf= 1650 MHz. 

wavelengths the accuracy of the measurements is somewhat degraded, possibly due 
to unavoidable small vibrations of the aerials. 

In Fig. 6(a) we compare our experimental dispersion data for Vi = 0.98 . IO* cml 
sec, with theoretical graphs for a value of oD/wc = 5. This value of the density 
was arrived at using methods described in Section 3.1 and is accurate within &IO per 
cent. The uncertainty on the exact value of Vi, due to uncertainty on the exact 
value of the density is small (<1 per cent) at high values of w,/o, as it will be dis- 
cussed later. Thus at high values of wD/wc the electron temperature is inferred from 
essentially a single parameter fit (V,), giving TeL = 2.75 eV. 

In Fig. 6(b) is another dispersion curve measured at low value of 09/oc. Here 
a two parameter fit is required for the estimation of the temperature. The vaiue 
of o,/o, = 3.25 (measured experimentally) gives best fit to the data for V,  the same 
as in Fig. 6(a). 

In Fig. 7 we give some graphs showing the Bernstein wave propagation properties 
in the transition region into the high density regime. The solid curves of the wave- 
length versus density for four different values of the frequency have been plotted 
for perpendicular velocity calculated from the data of Fig. 6 i.e. Vi = 0.98 . 10' cm/ 
sec. We see again good agreement between theory and experiment. This suggests, 
within our experimental error, the assumption that V,  remains constant is reasonable. 

We now discuss some factors that could influence these measurements. There 
is a source of error associated with uncertainty involved in the estimate of the absolute 
value of the density. As mentioned in Section 3.1 a microwave interferometer in 
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FIG. 4.4e t -up  for Bernstein wavelength measurements, showing u.h.f. generator 
connected to fixed aerial, movable aerial and motor drive, and method of display using 

spectrum analyser and X-Y plotter. 

radially with the help of a motor driven mechanism coupled to a multi-turn helical 
potentiometer, for accurate monitoring of the distance travelled. 

A u.h.f. signal fed into the stationary aerial was received by the moving one and 
detected by a Hewlett-Packard 8555A spectrum analyser, operated as a narrow 
band receiver. Using the analyser in this way made possible sensitive measurements 
in the presence of significant r.f. noise in the plasma. The chart recorder output 
from the analyser and the signal from the helical potentiometer were fed into an 
A'-Yplotter (Fig. 4). Some typical receiver outputs as a function of aerial separation 
taken using the configuration just described are shown in Fig. 5. The distance between 
successive peaks gives the waveiength as expiained in Section 2. 

At the beginning bare tungsten aerials were used but it was found that they were 
quickly destroyed because of intense r.f. sputtering. This difficulty was overcome 
by coating the aerials with a thin layer of glass, which inevitably increased the overall 
dianeter, to 0.3 mm. Due to the very short wavelengths involved(-0.5 mm) this 
increase was undesirable since it limited resolution and introduced a larger pertur- 
bation in the plasma. These considerations may account for the flattened form of 
the peaks in some of our graphs. 

cyclotron frequency). In practice it was found that the best range for measurements 
was between 1 - 5 6  and 1.86, that is 1-2 GHz in these experiments, where the wave- 
length was neither too short to measure nor so large as to destroy the local nature 
of the measurements. Generally, it can be said that no particular difficulty was 
experienced in the detection of the waves. 

nln,-+rnn All measurementswere perf~rmed ir, the frequency range& < f < 2' J c  f \ J C .  f * I I % d " L . I " I I  

4. RESULTS AND DISCUSSION 
Results obtained using the techniques described above are shown in Figs. 6 and 7. 

An attempt was made to make measurements over the widest possible range of 
parameters (i.e. o/Q, and density n) of our experimental system. The lower limit on 
measured wavelengths was imposed when the diameter of the measuring aerials 
became comparable to the wavelength being measured. At these very short 
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a 8.5 MHz 0.5 kW oscillator was matched into a coil surrounding the plasma and 
having its axis perpendicular to the axis of the discharge tube Fig. 1. The r.f. power 
couples into an m = 1 standing helicon wave (BOSWELL, 1970) as indicated by measure- 
ments of the bo component of the wave field inside the tube. The frequency and wave- 
length of the helicon waves are determined by the exciting frequency and the dimensions 
of the exciting coil respectively. 

FIG. I.-Schematic diagram of experimental apparatus: A: pyrex tube, B: axial 
magnetic field coil (one of 17), C :  r.f. coil and matching circuit, D: double Langmuir 
probe, E: L-shaped aerials, F: magnetic probe, G: Electrostatic energy analyser. 

Electron density measurements using double Langmuir probes and an 8 mm 
microwave interferometer give values between 1011-1012 cm3 depending on the value 
of the magnetic field and neutral density. The radial density profile (essentially 
the saturated ion current to the double probe) for typical experimental conditions 
is shown in Fig. 2. 

I 
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1 

FIG. 2.-Radial density profile, measured using a double Langmuk probe, 
R = 5 cm, n,,, = 10’’ cm-3. 

Values of the electron temperature deduced from double Langmuir probe measure- 
ments in the presence of magnetic field in r.f. plasmas by no means can be considered 
reliable due to the lack of satisfactory ion collection theories. Using the double 
Probe method of JOHNSON and MALTER (1950) we get a value of approximately 
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These methods have been employed successfully (CLINCKEMAILLIE, 1970; T H ~ ~ ~  
et al., 1970) for probing quiet Maxwellian low density plasmas (n, < 1010). The 
interest in extending the range of application of this method is obvious, In this 
paper we present results of Bernstein wave propagation experiments in an r.f. produced 
plasma with densities at least two orders of magnitude higher than previously 
employed. Moreover the successful excitation and detection of the waves in a dense 
r.f. produced plasma suggests that the technique can be applied to a wide variety 
of laboratory plasmas. 

2. THEORY 
In this section we briefly outline the general dispersive properties of Bernstein 

waves. As already mentioned they are electrostatic waves (k 1 1  E )  propagating in 
a direction transverse to the applied magnetic field Bo. Dispersion relations have 
been computed for a variety of distribution functions. A fairly general one is a 
mixed Maxwellian and ring distribution, 

f(v) = tl- m, exp (--m,~,~/2kT,,) (L!” 
2rkTe, 2 kTTq 

exp (-meuli2/2kT,ll) + (1 - ‘)‘(U, - vo,)’(ui/ - voi1)/2TvoL 

where tl is a parameter determining the relative proportion of Maxwellian and ring 
components, k is Boltzmann’s constant, me the electron mass and Vo,, Voi, the 
perpendicular and parallel components of the beam velocity. For this distribution 
function we get the dispersion relation (CRAWFORD et al., 1970) 

exp (-4CzO.) no, + - &) 1 - ( q 2 [ .  0, n = - m  2 iz 0) - no, 

2 dJnyU)  .??COc 1 
n = - m p  --A dp C O - ~ C O  = O  

where 3. = (k,u,/o,)2 ,U = (k,Vo,/oc) k ,  : perpendicular wave number J, is the 
Bessel function of 1st kind, and I, the modified Bessel function of the 1st kind. We 
see that if k ,  is measured for several values of the dimensionless frequency o / o j ,  
the density and perpendicular temperature of the plasma can be obtained. 

Most wavelength measurements in plasmas are based on an interferometer 
arrangement where the signal received by a moving aerial is combined with a reference 
signal. Such measurements are especially simple for Bernstein waves since the 
received signal, given as usual by an inverse Fourier integral, consists of two parts 
both originating from roots of the dispersion relation. One component is the usual 
Bernstein wave contribution and the other is a capacitive signal due to the root of 
the dispersion relation at k = 0 (HARP, 1965; BUCKLEY, 1970). In experiments 
the latter component plays the role of the reference arm of an interferometer 
(CLINCKEMAILLIE, 1970; THOMAS et al., 1970). 

3 .  EXPERIMENTAL TECHNIQUES 
3.1 Experimental apparatus 

The plasma was produced by a 1.2 m long 10 cm in dia. pyrex tube immersed 
in an axial uniform magnetic field variable between zero and 700 G. r.f. Power from 
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FIG. 5.-Typical received signals using arrangement of Fig. 4. Electron cyclotron 
frequency5 = 1130 MHz, Curve A forf= 2000 MHz, Curve B forf= 1650 MHz. 

wavelengths the accuracy of the measurements is somewhat degraded, possibly due 
to unavoidable small vibrations of the aerials. 
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sec, with theoretical graphs for a value of oD/wc = 5. This value of the density 
was arrived at using methods described in Section 3.1 and is accurate within &IO per 
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In Fig. 6(b) is another dispersion curve measured at low value of 09/oc. Here 
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length versus density for four different values of the frequency have been plotted 
for perpendicular velocity calculated from the data of Fig. 6 i.e. Vi = 0.98 . 10' cm/ 
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Bernstein Waves in the Io Plasma Torus' A Novel Kind of Electron 

Temperature Sensor 
NICOLE MEYER-VERNET, SANG HOANG, AND MICHEL MONCUQUET 
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During Ulysses passage through the Io plasma torus, along a basically north-to-south trajectory 
crossing the magnetic equator at R --• 7.8 Rj from Jupiter, the Unified Radio and Plasma Wave 
experiment observed weakly banded emissions with well-defined minima at gyroharmonics. These 
noise bands are interpreted as stable electrostatic fluctuations in Bernstein modes. The finite size of the 
antenna is shown to produce an apparent polarization depending on the wavelength, so that measuring 
the spin modulation as a function of frequency yields the gyroradius and thus the local cold electron 
temperature. This determination is not affected by a very small concentration of suprathermal 
electrons, is independent of any gain calibration, and does not require an independent magnetic field 
measurement. We find that the temperature increases with latitude, from --•1.3 x 10 5 K near the 
magnetic (or centrifugal) equator, to approximately twice this value at -- 10 ø latitude (i.e., a distance of 
--•1.3 R j from the magnetic equatorial plane). As a by-product, we also deduce the magnetic field 
strength with a few percent error. 

1. INTRODUCTION 

During the Jovian flyby of Ulysses the spacecraft tra- 
versed the outer part of Io's "warm" plasma torus. The 
Unified Radio and Plasma Wave (URAP) experiment [Stone 
et al., 1992a] observed, among a complex spectrum of 
waves, continuous emissions near the upper hybrid fre- 
quency and between consecutive harmonics of the electron 
gyrofrequency. In the densest traversed region the electron 
density was high enough for the upper hybrid frequency to 
be close to the plasma frequency, and the noise spectrum 
background in that frequency range often corresponds to 
that of quasi-thermal fluctuations [Meyer-Vernet and 
Perche, 1989], from which the plasma density and, less 
straightforwardty, the temperature of the cold electrons can 
be derived [Stone et al., 1992b; S. Hoang et at., Electron 
density and temperature in the Io plasma torus from Ulysses 
thermal noise measurements, submitted to Planetary and 
Space Science, 1993 (hereinafter referred to as Hoang et at., 
submitted manuscript, 1993)]. 

We focus in this paper on the emissions peaking in 
intensity between consecutive gyroharmonics. They are 
generally weak, except in the close vicinity of Jupiter's 
magnetic equatorial plane. Similar weakly banded emissions 
have been observed in the magnetospheres of Earth [e.g., 
Shaw and Gurnett, 1975; Christiansen et al., 1978], Jupiter 
[Kurth et al., 1980], Saturn [Kurth et al., 1983], Uranus 
[Kurth et al., 1987], and in the Io plasma torus [Birmingham 
et al., 1981]. They are generally called "(n + 1/2)fa" 
emissions, even though their maximum amplitude is not 
necessarily observed at the center of a band. Although they 
have often been attributed to plasma instabilities, Sentman 
[1982] has shown that at least those observed in the dayside 
magnetosphere of the Earth can be interpreted as quasi- 
thermal fluctuations in Bernstein waves. 

We shall calculate the apparent polarization (i.e., the 
variation of the spectral density with the antenna orienta- 
tion), a problem not addressed by Sentman, for Bernstein 
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waves "seen" by Ulysses long dipole antenna. We will show 
that it has a rather unexpected behavior which agrees with 
the observations; from its analysis, the electrostatic wave- 
length and thus the cold electron temperature can be de- 
rived. We shall also compare the maximum level with a 
theoretical estimate of quasi-thermal noise using the work of 
Sentman [1982]. 

2. OBSERVATIONS 

The observations were carried out with the URAP radio 
astronomy receivers [Stone et al., 1992a], connected to the 
2 x 35 m electric field dipole antenna located in the space- 
craft spin plane. The spacecraft is spin-stabilized with a spin 
period of 12 s. During the torus crossing the low-frequency 
receiver was linearly swept through 64 equally spaced fre- 
quency channels (of bandwidth 0.75 kHz) covering the range 
1.25-48.5 kHz in 128 s. The high-frequency receiver sweeps 
through 12 frequency channels (of bandwidth 3 kHz) in the 
range 52-940 kHz. 

2.1. Overview 

Figure 1 is a radio spectrogram acquired during the torus 
traversat and farther out from Jupiter, displayed as fre- 
quency versus time, with relative intensity indicated by 
increasing darkness. The lower panel shows the data from 
the low-frequency receiver; the upper panel shows the data 
from both receivers. The increase in intensity seen from 
--•1800 UT to --•2115 UT outside the torus corresponds to a 
change in the antenna-receiver operating mode. The periodic 
white vertical bars are interruptions of the observations due 
to the operation of the relaxation sounder. The time interval 
displayed begins --•2 hours after closest approach, at Jovice- 
ntric distance --•6.7 Rj and magnetic latitude --•27 ø north, and 
ends at distance --•12.6 Rj and magnetic latitude --•8 ø south 
(based on an approximate tilted dipole model). The dark 
smear near 1616 UT between fa and 2 fa corresponds to 
enhanced noise associated with magnetic equator crossing 
(see section 2.3). 

We have superimposed the plasma frequency f•,, as de- 
duced from the noise near the upper hybrid frequency 

21,163 

21,164 MEYER-VERNET ET AL.' BERNSTEIN WAVES IN THE Io PLASMA TORUS 

N 1 
T 

c 
(D 

c 
(D 

16.0 ø 3.4 ø -7.5 ø - 14.2 ø - 15.4 ø 

7.1R,j 7.6R,• 8.3R,j 9.OR,j 9.7R,j 
' ' 1'5' ' ' 1'6' ' ' 1'7' ' ' 1'8' ' ' 1'9' 

......... 

-12.7 ø 

10.5R,j 
'2•0 ' 

1 1 17 1 1 21 22 

fg 
-8.9 ø -7.1 ø 

11.4R,• 12.2R o i.i.•i!i}!i.i:i..! 15 
'2'1 ' ' '2'2' 

:::::::=:::::: 

U.T. hours 

Fig. 1. Unified radio and plasma wave dynamic spectrum during encounter displayed as frequency versus time, 
with relative intensity indicated by the bar chart on the right. The torus traversal took place near 1400-1800 UT. We 
have superimposed in continuous lines the plasma frequency fp deduced from the upper hybrid noise and harmonics of 
the electron gyrofrequency fg (calculated from the data as explained in section 4.3). The distance to Jupiter R (in Jovian 
radii) and magnetic latitude A m are given in the middle panel. The dashed line near 1600 UT in the lower panel shows 
fg/2 (see text). 

when fun • fp, and a few harmonics of the electron 
gyrofrequency fg calculated as explained in section 4.3 
(which deviates by only a few percent from the onboard 
magnetometer data [Balogh et al., 1992]). These frequencies 

are related to the plasma density n e and magnetic field 
strength B by fp ,, 1/2 • •vn e , fg • 2.8 X 1010 B, fUH = (f• 
+ fa2)1/2 in S.I. units. Some bursty emissions can be seen 
near and below the gyrofrequency; in most of the densest 
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Fig. 2. Typical spectra in (a) the torus and (b) its outer fringe. 
The arrows indicate harmonics of the electron gyrofrequency œg. 
The labels correspond to radial distance to Jupiter (R), magnetic 
latitude (Am), and plasma frequency (fp). 

region, except near equator crossing, these bursts have an 
upper cutoff near fg/2, shown as a dashed line in the lower 
panel (see section 4.2). 

Apart from the upper hybrid noise and the bursty emis- 
sions, the most conspicuous features of the spectrum are 
smooth banded noise between consecutive harmonics of the 
gyrofrequency, below the plasma frequency. This paper 
focuses on these bands, which can only be observed prop- 
erly with the low-frequency receiver because of its high 
resolution in frequency. 

We will concentrate on the torus crossing; farther away 
from the planet, the radio experiment was generally set in a 
mode using cross correlations of the spin-plane dipole and 
the spin axis monopole antenna, which heavily complicates 
the interpretation. 

Figure 2 shows typical spectra (i.e., vertical cuts of Figure 
1), obtained respectively (a) in the densest region explored 
by Ulysses and (b) in the outer fringe of the torus. Each 
spectrum corresponds to a linear frequency sweep of the 
receiver lasting 128 s, and each plotted data point is the 
average of four successive measurements acquired at each 
frequency within a 2-s step. The spectra have well-defined 
minima near harmonics of the gyrofrequency, with smooth 
maxima between them. In the examples shown the maxima 
occur at the center of the intraharmonic bands, but this is not 
always so. There is also a small-scale modulation due to the 

spacecraft rotation, which changes the orientation of the 
antenna with respect to the magnetic field (during half a spin 
period, the receiver frequency sweeps by --•2 kHz). 

In general, the maximum spectral density is rather small: 
"•10 -12 V 2 Hz -1 in the middle of the harmonic bands and 
varies very smoothly in time and frequency. This prompted 
us to investigate the simplest interpretation: that it might be 
due to quasi-thermal fluctuations in Bernstein modes. Since 
these modes are electrostatic waves propagating perpendic- 
ular to the magnetic field, their reception should be a 
function of the antenna orientation, and the observed spin 
modulation is an important clue to their identification. 

2.2. Spin Modulation 

Since the spin modulation is not clearly seen on the 
concise presentation of Figure 2 (because of the averaging), 
we have plotted in Figure 3 the unaveraged spectral density 
as a function of time for each frequency sweep, together with 
the angle 0 between the antenna and the magnetic field B 
calculated from the magnetometer data [Balogh et al., 1992]. 

In the high-frequency part of the intraharmonic bands, 
where the modulation is largest, the spectral density is 
maximum when the antenna is perpendicular to B and varies 
roughly as sin 2 0 (with small superimposed variations which 
may be due in part to small-scale plasma or magnetic 
variations). This is just the behavior expected for waves 
polarized perpendicular to B. However, the modulation 
depth decreases with frequency within the bands and be- 
comes very small near 0 --• •r/2 at a normalized frequency f/fg 
--• 1.3-1.6 (depending on the location in the torus) in the first 
band, and at larger values off/fe - n in the second (n - 2) 
band. In the low-frequency part of the bands the modulation 
is completely different: the signal has a broad minimum 
when the antenna is perpendicular to B (with a secondary 
minimum at 0 • 0), and the modulation depth is smaller. It 
may also be noted that the first minimum of the spectral 
shape is slightly below the first harmonic fife = 1, whereas 
the following ones are near fife - n within a few percent. 
We shall return to this point in section 3.4.3. Other spectra 
acquired in the torus show a similar qualitative behavior. 

At large distances from the equatorial plane and farther 
out from Jupiter the magnetic field makes a smaller angle 
with the spin axis, so that 0 varies much less as the 
spacecraft spins. So does the spectral density, as can be seen 
in Figure 2b, where the modulation is very small and difficult 
to analyze. 

2.3. Magnetic Equator Crossing 

During the few minutes when the spacecraft is within 
roughly ___2 ø magnetic latitude the level is strongly enhanced 
(often saturating the receiver at a level --•10 -9 V 2 Hz -1) and 
rather bursty near 3re/2, with a typical bandwidth Af/f--• 
0.1-0.3; data from the high-frequency receiver indicate that 
higher harmonics are also present (see Figure 1 near 1616 UT). 

Figure 4 shows three successive frequency sweeps ac- 
quired just before the magnetic equator crossing. Although it 
is more difficult to study because of the partial saturation, 
the spin modulation appears to have the same behavior as 
farther from the equator. As the spacecraft approaches the 
magnetic equator, the spectral density increases, culminat- 
ing at A m • 0 ø. The corresponding spectrum (not shown 
because it is heavily saturated) appears to have a spectral 
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Fig. 9. Measured frequencies of the minima of the spectral shape (dots), together with the gyrofrequency and its 
harmonics computed by averaging the gyrofrequencies deduced from these minima (continuous lines). The gyrofre- 
quency calculated from the magnetometer data (64-s averages; courtesy of A. Balogh) is shown for comparison as a 
dashed line. 

(27), we find the theoretical order of magnitude of the 
thermal noise' 

r 0 5 1 X 10 -14 V 2 Hz -1 
in agreement with the measured level. 

A very interesting point is that the gyrofrequency and thus 
the magnetic field strength can be derived from the frequen- 
cies of the spectral minima. Whereas individual determina- 
tions may be spoiled by possible noise bursts and by the spin 
modulation (and from 18 to -•2115 UT by additional shot 
noise due to a change in the antenna configuration), and 
cannot be more precise than the 0.75-kHz receiver band- 
width, a fairly good precision can be achieved by averaging 
over the gyrofrequencies deduced from the different har- 
monics. We have plotted in Figure 9 the gyroharmonics 
corresponding to the gyrofrequency deduced in this way, 
when at least two harmonics lie in the receiver range; dots 
show the measured frequencies of the spectral minima. For 
comparison, we have plotted the gyrofrequency calculated 
from the (64 s averaged) data of the magnetometer experi- 
ment on Ulysses [Balogh et al., 1992]. Both determinations 
agree within a few percent. 

5. FINAL REMARKS 

We have interpreted Ulysses electric field observations in 
the torus as quasi-thermal fluctuations in Bernstein waves. It 
may be noted that similar observations were carried out with 
the radio astronomy instrument aboard Voyager 1 and 
attributed to plasma instabilities [Birmingham et al., 1981]. 
However, in that experiment the resolution of the gyrohar- 
monic bands was insufficient, and the authors acknowledged 
the possibility that stable nonthermal features might have 
been observed. 

An important result of the present study is that when the 
antenna is longer than roughly half the wavelength of Bern- 
stein waves, the spectral density has a minimum when the 
antenna is normal to the magnetic field, contrary to what 
would be naively expected for longitudinal waves propagat- 
ing perpendicular to B. This property is characteristic of 

iliamental antennae and does not hold for dipoles made of 
two small spheres. 

This counterintuitive behavior is due to the antenna re- 
sponse, which enhances the role of electrostatic waves 
whose wavelength along its direction is of the order of its 
length L; as a result, the direction of maximum sensitivity of 
long antennas is shifted at 90 ø from that of short dipoles (see 
N. Meyer-Vernet, manuscript in preparation, 1993). In ana- 
lyzing electrostatic wave spectral densities one must never 
forget that the observed level is in general different from the 
actual plasma wave level and depends strongly on the 
antenna response function. This point, which is often forgot- 
ten in interpreting observations, may produce very different 
amplitudes, spectral shapes and apparent polarizations de- 
pending on the antenna length and geometry, even with the 
same basic phenomenon. Since in particular, the apparent 
electric field spectrum E 2 2 2 o• = V o•/L decreases with the 
antenna length as 1/L 3, the widespread tradition of describ- 
ing the observations in terms of apparent electric field 
amplitudes (often without giving the associated antenna 
length) can be very misleading. 

In practice, the antenna response plays an important role 
for Bernstein waves when the antenna length is larger than 
the cold electron gyroradius Pc. Sentman [1982] first noted 
the importance of this point when interpreting the absolute 
intensity and spectral shape. A similar situation holds 
around the plasma frequency in the absence of a magnetic 
field when the antenna length is larger than the Debye length 
[Meyer-Vernet and Perche, 1989]; it has a similar physical 
origin, although the response function is in that case different 
since the field is isotropic instead of gyrotropic. 

We have found that the normalized frequency f/fa at 
which the spin modulation reverses is a rather simple func- 
tion of L/pc (through Bernstein's dispersion equation). This 
provides a new method to measure the cold electron tem- 
perature aboard a spinning spacecraft when the spin axis 
makes a significant angle with the local magnetic field. This 
measurement is nearly independent of the hot electrons 
when they only make up a very small percentage of the total 
density. Contrary to usual thermal noise spectroscopy 
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Fig. 8. Temperature (15 min averaged) as a function of time, 
deduced from the spin modulation of Bernstein waves from --•+ 11 ø 
to -11 ø magnetic latitude along Ulysses trajectory in the toms (at 
•8 R j from Jupiter). The shaded region sketches the maximum 
error bars, whose present large values are due to the very simple 
method used here. 

Ulysses crossed the magnetic equator near the outer 
boundary of the hot torus; in this region, the electron 
analyzers aboard Voyager (which were also sensitive to Tñ, 
albeit for different reasons) gave temperatures of the same 
order, with a (somewhat irregular) temperature increase with 
Jovicentric distance [Sittler and Strobel, 1987]. Such a 
variation with R might explain a part of the increase found 
here towards negative latitudes, but not that found on the 
other side of the equator. Therefore, our results most 
probably indicate an actual temperature increase with lati- 
tude or distance from the magnetic (or centrifugal) equatorial 
plane. 

It is difficult to study the spin modulation and to deduce 
the temperature at magnetic equator crossing, owing to the 
partial saturation of the receiver. But it is noteworthy that 
the noise level just below the plasma frequency appears at 
that time to be close to thermal noise without a magnetic 
field (exhibiting in particular a very small spin modulation 
and a nearly flat spectrum below the plasma frequency). 
From this level we have derived a temperature of Tc • 10 5 
K, which is just slightly smaller than the value of 1.3 x 105 
K obtained here at •-m • 1'5ø (see Hoang et al., submitted 
manuscript, 1993) (where more complete results will be 
given). 

4.2. Midband Amplitudes: The Hot Population 

Let us now compare the spectral density in the middle of 
the bands (for 0 • rr/2) with the theoretical estimate. We 
consider the region within -10 ø of the magnetic equator 
(excluding equator crossing), where the spin modulation 
allows a determination of the cold temperature. The mid- 
band amplitudes measured in this region for 0 • rr/2 are 
-10 -12 V 2 Hz -• within a factor of 2, except when noise 
bursts are present. Using kñp c -• 1 in the middle of the 
bands and the cold temperature deduced from the spin 
modulation, we find that the term F ñ (k ñ L)/TJ/2 in (23) is 

x 10 -3 within a factor of 2. Substituting these parameters in 
(23), we obtain 

T h • 2 x 10 7 K 
which is of the order of the hot electron temperature of--• 1 
keV found by [Sittler and Strobel, 1987] in the hot torus. 
This is a rather strong confirmation of the present interpre- 
tation and suggests that the order of magnitude of the hot 
temperature did not change in this region. However, we 
must keep in mind that we only made a rough estimate, 
which is strongly dependent on the hot population distribu- 
tion. Using the comparison between theory and experiment 
to deduce precise parameters of the hot electrons would 
require further study. 

We note in passing that in most of the region where we 
have estimated Th, the spectrogram shows a bursty emission 
with a high-frequency cutoff just below 0.5 fg. This is best 
seen in the lower panel of Figure 1, near 10 kHz, between 
-1530 and -1700 UT (except close to the equator where the 
cutoff frequency is smaller), and in Figure 2a. The frequency 
of this emission is in the whistler range, but its scale of 
variation is too short to be resolved by the instrument, 
precluding unambiguous identification. Whistler waves were 
detected aboard Voyager at similar Jovicentric distances 
[Coronoti et al., 1980], and found also aboard Ulysses at 
very low frequencies [Farrell et al., this issue]. For electrons 
in cyclotron resonance (kVll - to - 1•) with whistler waves, 
the energy of parallel motion is Ell - (l•/to)(1 - 
to/l•)3kBTc/13, kBTc/13 being the magnetic energy per parti- 
cle. The wave instability requires that these electrons have 
more perpendicular than parallel energy; for the special case 
of a bi-Maxwellian distribution the minimum temperature 
anisotropy is Thñ/Thl I - •1(• -- to) [Kennel and Petschek, 
1966]. 

At the maximum frequency f- 0.5fa and with/3 - 3 x 
10 -3 (equation (3)), the parallel energy of ambient resonant 
electrons is (in temperature units) Eii/k • - 80Tc, and the 
minimum anisotropy of a bi-Maxwellian producing whistler 
instability would be Thñ/Thl I --• 2, (which is not sufficient to 
make Bernstein waves unstable). With Tc -'• 1.3 x 10 5 K 
this yields Eii/k • --• 10 7 K, hence perpendicular energies of 
the same order as the hot temperature estimated above. 
These figures, however, must be taken with caution, since 
contrary to the case of Bernstein waves, the present whistler 
mode identification is not unambiguous, and the emission 
might come from a distant region. 

4.3. Spectral Minima: Deducing the Magnetic Field 
Strength 

Consider now the spectral minima at the gyroharmonics. 
Since the Doppler shift might be significant at the first (n = 
1) harmonic, we only consider the n > 1 harmonics. 

First, let us verify that the level corresponds to thermal 
noise. Consider the densest region explored by Ulysses, 
within _+5 ø magnetic latitude, where we find values of the 
cold electron density and temperature which do not change 
very much. The measured level at the spectral minima is 
--• 10-14 V2 Hz-1 within a factor of 2. In this region the 
plasma frequency is fv • 200 kHz (Figure 1), and the 
temperature determined from the spin modulation remains 
near T c • 1 - 2 x 10 5 K. Substituting these parameters in 
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Fig. 5. Bernstein modes (k = kñ) drawn as o•/ll versus kp for 
different values of the parameter o•p/ll increasing from left to right. 
(The case o•p/ll = 7.7 corresponds to the spectrum of Figure 3a, 
and its first harmonic band is nearly identical to the limiting curve 
o¾/11 --> o• shown here for comparison.) The results correspond to 
a Maxwellian plasma but are not significantly changed by a very 
small proportion of suprathermal electrons. 

3.1. Bernstein Waves 

Bernstein waves [Bernstein, 1958] are an infinite set of 
undamped longitudinal modes propagating across the mag- 
netic field, between harmonics of the electron gyrofre- 
quency, in a Maxwellian electron plasma described by the 
Vlasov equation. In this ideal case the dispersion equation 
has the implicit form: 

2 -k2p 2 +o, 2) •o e e • nln(k2p (1) e =0= 1 •2 k2p2 •o/•-n 
where In is a modified Bessel function of the first kind, w e = 
2 rrfe and • = 2 rrfa are respectively the electron (angular) 
plasma frequency and gyrofrequency, and 

p = (kBT/me) 1/2/•-• (2) 
the thermal electron gyroradius; here m e and T denote the 
electron mass and temperature and kB is Boltzmann's con- 
stant. This is valid for low-/3 plasmas, in order that trans- 
verse and longitudinal modes decouple, and frequencies 
sufficiently high so that ion motions can be neglected. In the 
part of the torus explored by Ulysses we find indeed 

13 = 21xonek•T/B 2• 3 x 10 -3 (3) 
for electrons near the magnetic equator, and still smaller 
values at larger latitudes. 

A Bernstein mode propagates in each gyroharmonic band 
n < •o/• < (n + 1), as illustrated in Figure 5, which shows 
the lowest bands for several values of the ratio •oe/•. In 
those bands the solution is nearly independent of •o e when 
•oe/• >> 1 (except for kp >> 1), as may be seen from (1) 
since the second term is in this case much larger than 1, so 
that •o e factorizes out of the equation. This condition is 
satisfied in a significant part of the torus explored by 
Ulysses. 

In particular for the first intraharmonic band, one has kp 
--> m for •o/• --> 1, kp --• 1 in the middle of the band, and kp 
-• 0 for •o/fl -• 2. The results are similar in the second band, 
k being somewhat larger for a given position within the band. 

This is so up to the upper hybrid frequency, k regularly 
increasing with the order of the band. (For larger frequencies 
there is a qualitative change of behavior: there are two 
solutions for a given frequency, merging at the so-called fQ 
frequencies, and the mode fills only a fraction of the band.) 

These results correspond to a Maxweliian distribution. In 
the region of the torus explored by Ulysses, at --•8 R s from 
Jupiter, there is a very small concentration of suprathermal 
electrons (--• a few percent [Sittler and Strobel, 1987]). This 
does not change significantly the solutions of the dispersion 
equation calculated here, so that we may use (1), with the 
parameters of the main (cold) population. This would not be 
so in the presence of a larger proportion of hot electrons 
(see, for example, Belmont [1981]). One may also note that if 
the cold population is anisotropic, then (1) still holds, but the 
gyroradius involves the thermal velocity normal to the 
magnetic field (see, for example, Kennel and Ashour- 
Abdalla [1982]). 

These undamped modes propagate perpendicular to the 
magnetic field (kll - 0). For oblique propagation the disper- 
sion equation has an imaginary part and the waves are 
damped; however, ff Ikll I << kl, they remain rather similar 
to Bernstein modes. In the extreme case of parallel propa- 
gation (kl = 0) the dispersion equation reduces to that 
without a magnetic field. 

3.2. Bernstein Waves as Seen With 
a Dipole Antenna 

Consider a dipole antenna parallel to the x axis, immersed 
in a fluctuating electric field whose autocorrelation spectrum 
in this direction is Ex 2 (k, •o). The voltage power spectrum at 
the antenna terminals is 

(2rr)3 d3k J(k)12Ex2(k, w) (4) 
where J(k) is the Fourier transform of the current distribu- 
tion on the antenna. This expression conforms to the usual 
definition of the spectral density, which is in units of V 2 
Hz -• since $• V 2 d(w/2rr) = (V2) ß in the case of thermal 
equilibrium, it is related to the antenna resistance R by the 
Nyquist relation Vo, 2 = 4kaTR [see Meyer-Vernet and 
Perche, 1989]. 

3.2.1. Filamental dipole. For a dipole made of two thin 
filaments, each of length L much larger than their radius or 
width, one has 

sin 2 (kxLI2) 
J(k) = 4 kx2L (5) 

This assumes that the current distribution is triangular, 
decreasing linearly with distance along each arm, or equiv- 
alently that the measured voltage is the difference between 
the voltages averaged over each arm; this requires at least 
the condition: wL/c << 1, c being the velocity of light (see, 
for example, Meyer et al. [1974]). 

To calculate the antenna response to Bernstein waves, we 
consider a longitudinal (EII k) and gyrotropic electric field, 
being essentially in a plane perpendicular to the static 
magnetic field ( kll I << k z ). The projected spectrum is Ex2 (k, 
w) = E2(kz, kll, •o) cos 2 a, where a is the angle between k 
and the antenna direction. Let 0 be the angle between the 
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Waves in a Hot Magnetized Plasma

In this chapter we discuss the propagation of small-amplitude waves in a hot
magnetized plasma. Just as for a cold plasma, the presence of a static zero-order
magnetic field in a hot plasma leads to a wide variety of new phenomena. Because
the zero-order motions of the particles in a magnetized plasma consist of circular
orbits around the magnetic field, some type of resonance can be expected when
the wave frequency is equal to the cyclotron frequency. In a cold plasma, this
resonance is the same for all particles of a given charge-to-mass ratio, and gives
rise to the well-defined cyclotron resonances described in Chapter 4. In a hot
plasma, the frequency “felt” by a particle is Doppler-shifted by the thermal
motion of the particle along the static magnetic field. For a given parallel velocity,
resonance occurs when the frequency in the guiding-center frame of reference of
the particle is at the cyclotron frequency, i.e., ω′ = ω − k∥υ∥ = ωc. Because of
the thermal spread in the particle velocities, the resonance is no longer sharp,
as it was in a cold plasma, but is now broadened by the thermal motion. The
resonant interaction also produces damping, called cyclotron damping, in a manner
somewhat analogous to Landau damping. If the cyclotron radius of the particle
is a significant fraction of the wavelength, the phase shift introduced by the
periodic cyclotron motion of the particles back and forth along the perpendicular
component of the wave vector produces a phase modulation at the cyclotron
frequency. As we will show, this phase modulation leads to a series of resonances at
harmonics of the cyclotron frequency. The general cyclotron resonance condition
then becomes ω′ =ω − k∥υ∥ = nωc, where n is an integer.

Given the complexity of the cyclotron resonance interactions described above, it
should come as no surprise that the mathematical analysis is more difficult than for
a cold plasma. Nevertheless, it is possible to derive a general dispersion relation
for the propagation of small-amplitude waves in a hot magnetized plasma. Because
of the complexity of the analysis, we will restrict our discussion to certain special
cases that are of general interest.
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10.1 Linearization of the Vlasov Equation 379

10.1 Linearization of the Vlasov Equation

Before proceeding with the derivation of the dispersion relation, it is useful to
discuss some general features of the linearized Vlasov equation when a zero-order
magnetic field is present. Since the wave amplitudes are assumed to be small,
the Vlasov equation is linearized in the usual way by assuming that the velocity
distribution function consists of a constant homogeneous zero-order term, fs0(v),
plus a small perturbation, fs1(v), so that

fs(v) = fs0(v)+ fs1(v). (10.1.1)

Since the plasma is magnetized, we must now assume that the magnetic field
consists of a constant homogeneous zero-order term plus a small first-order
perturbation, i.e., B = B0 + B1. For the electric field, it is sufficient to assume
that the zero-order term is zero, so that E = E1. This assumption is justified on
the grounds that, except for exceedingly strong electric fields (E0 ≥ cB0), it is
always possible to transform to a frame of reference in which E0 = 0. Using these
definitions it can be shown that the zero- and first-order linearized expansions of
the Vlasov equation (5.2.15) are given by

v×B0 ·∇v fs0 = 0 (10.1.2)

and

∂ fs

∂t
+ v ·∇ fs +

es

ms
(v×B0) ·∇v fs +

es

ms
[E+ v×B] ·∇v fs0 = 0, (10.1.3)

where as usual we have dropped the 1 subscript on the first-order terms. Because
of the anticipated azimuthal symmetry with respect to the zero-order magnetic
field, it is useful to introduce cylindrical velocity space coordinates (υ⊥,φ,υ∥), with
B0 along the z axis as shown in Figure 10.1. To understand the meaning of the
condition imposed on the zero-order distribution function by Eq. (10.1.2), we start
by writing this equation in rectangular (x,y,z) coordinates:

(v×B0) ·∇v fs0 =

(
υy
∂ fs0

∂υx
− υx

∂ fs0

∂υy

)
B0 = 0. (10.1.4)

Next, we transform this equation to cylindrical velocity space coordinates by using
the equations υx = υ⊥ cosφ,υy = υ⊥ sinφ, and υz = υ∥, which when substituted into
the above equation gives

(v×B0) ·∇v fs0 =

(
υ⊥ sinφ

∂ fs0

∂υx
− υ⊥ cosφ

∂ fs0

∂υy

)
B0 = 0. (10.1.5)
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Figure 10.1 Cylindrical velocity space coordinates υ⊥,υ∥, and φ.

Note from the transformation equations that

∂υx

∂φ
= − υ⊥ sinφ and

∂υy

∂φ
= υ⊥ cosφ. (10.1.6)

Solving these equations for sinφ and cosφ, and substituting them into Eq. (10.1.5)
then gives

(v× B0) ·∇v fs0 = −
[
∂υx

∂φ

∂ fs0

∂υx
+
∂υy

∂φ

∂ fs0

∂υy

]
B0 = 0. (10.1.7)

Finally, using the chain rule to differentiate fs0(υx,υy) with respect to φ, one can
see that the quantity in the large brackets on the right-hand side is simply ∂ fs0/∂φ.
Equation (10.1.2) then becomes

(v× B0) ·∇v fs0 = − B0
∂ fs0

∂φ
= 0. (10.1.8)

Since B0 is assumed to be non-zero, it follows that ∂ fs0/∂φ = 0. This condition is
called the gyrotropic condition, and shows that the zero-order distribution function
must be azimuthally symmetric with respect to the magnetic field. This symmetry
arises because the particles move in uniform circular motions around the magnetic
field. It should be noted that the gyrotropic condition is satisfied only if there is no
E0 × B0 drift (i.e., only if E0 = 0).

Returning to the first-order linearized Vlasov equation (10.1.3), we note that the
third term in this equation has exactly the same form as Eq. (10.1.8), except fs0 is
replaced by fs. Making this substitution and changing esB0/ms to ωcs, Eq. (10.1.3)
becomes

∂ fs

∂t
+v ·∇ fs − ωcs

∂ fs

∂φ
+

es

ms
[E+v× B] ·∇v fs0 = 0. (10.1.9)

Following the same procedure as in the previous chapter, the next step is to
Fourier-transform this equation in space (∇→ ik) and in time (∂/∂t→− iω), which
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Figure 10.2 The wave vector, k, is assumed to lie in the x,z plane at an angle θ
with respect to the magnetic field, B0. The parallel and perpendicular components
of k are k∥ and k⊥.

gives

(−iω+ ik ·v) f̃s−ωcs
∂ f̃s

∂φ
+

es

ms
[Ẽ+v×B̃] ·∇v fs0 = 0. (10.1.10)

At a later stage in the analysis, we will convert to Laplace transform notation by
making the substitution ω→ ip. In order to reduce the number of field variables,
the first-order magnetic field can be eliminated by using Faraday’s law, which
when Fourier-transformed can be written B̃ = k× Ẽ/ω. Substituting B̃ = k× Ẽ/ω
into the above equation then yields

(−iω+ ik ·v) f̃s−ωcs
∂ f̃s

∂φ
=− es

ms

[
Ẽ+v×

(
k×Ẽ
ω

)]
·∇v fs0, (10.1.11)

where we have organized the terms involving f̃s on the left-hand side and the
terms involving the electric field on the right-hand side. Since the plasma is
gyrotropic, without loss of generality we can assume that k lies in the x,z plane
with components k∥ and k⊥, parallel and perpendicular to the static magnetic field,
as shown in Figure 10.2. From the geometry it is easy to see that

k ·v= k∥υ∥ + k⊥υ⊥ cosφ. (10.1.12)

After substituting this result into Eq. (10.1.11) and dividing by−ωcs, the first-order
linearized Vlasov equation can be written

∂ f̃s

∂φ
−i(αs + βs cosφ) f̃s =

e
msωcs

[
Ẽ+v×

(
k×Ẽ
ω

)]
·∇v fs0, (10.1.13)

where to simplify the notation we have introduced the definitions

αs =
k∥υ∥ −ω
ωcs

and βs =
k⊥υ⊥
ωcs
. (10.1.14)
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into the above equation then yields

(−iω+ ik ·v) f̃s−ωcs
∂ f̃s

∂φ
=− es

ms

[
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[Ẽ+v×B̃] ·∇v fs0 = 0. (10.1.10)

At a later stage in the analysis, we will convert to Laplace transform notation by
making the substitution ω→ ip. In order to reduce the number of field variables,
the first-order magnetic field can be eliminated by using Faraday’s law, which
when Fourier-transformed can be written B̃ = k× Ẽ/ω. Substituting B̃ = k× Ẽ/ω
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382 Waves in a Hot Magnetized Plasma

For any given first-order electric field, Ẽ, this linear differential equation can be
solved to give the first-order perturbation, f̃s, in the velocity distribution function.

10.2 Electrostatic Waves

Since the analysis of electromagnetic waves is more difficult, we first turn our
attention to electrostatic waves. The resulting dispersion relation is called the
Harris dispersion relation.

10.2.1 The Harris Dispersion Relation

The advantage of restricting our attention to electrostatic waves is that the
electric field can be written as the gradient of a potential, E = −∇Φ, which
when Fourier-transformed becomes Ẽ = −ikΦ̃. For electrostatic waves one also
has ∇ × E = 0 which, when Fourier-transformed, becomes k × Ẽ = 0. The term
v×(k×Ẽ) in Eq. (10.1.13) is then zero, which provides considerable simplification.
After substituting Ẽ = −ikΦ̃ into Eq. (10.1.13), the first-order Vlasov equation
becomes

∂ f̃s

∂φ
− i(αs + βs cosφ) f̃s =

−ies

msωcs
Φ̃k ·∇v fs0. (10.2.1)

The above equation is a first-order linear differential equation of the form

d f
dx
+P(x) f = Q(x), (10.2.2)

which has a general solution

f = e−
∫ x P(x′)dx′

[∫ x

Q(x′)e
∫ x′ P(x′′)dx′′dx′

]
, (10.2.3)

where the term
∫

P(x) dx is called the integrating factor (Boyce and DiPrima,
1992). The integrating factor in this case is

∫ φ

P(φ′)dφ′ = −i
∫ φ

(αs + βs cosφ′)dφ′

= −i(αsφ+ βs sinφ). (10.2.4)

The general solution of Eq. (10.2.1) is then given by

f̃s =
−iesnsΦ̃

msωcs
ei(αsφ+ βs sinφ)

∫ φ

k ·∇vFs0 e−i(αsφ
′ + βs sinφ′)dφ′, (10.2.5)
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After substituting Ẽ = −ikΦ̃ into Eq. (10.1.13), the first-order Vlasov equation
becomes

∂ f̃s

∂φ
− i(αs + βs cosφ) f̃s =

−ies

msωcs
Φ̃k ·∇v fs0. (10.2.1)

The above equation is a first-order linear differential equation of the form

d f
dx
+P(x) f = Q(x), (10.2.2)

which has a general solution

f = e−
∫ x P(x′)dx′

[∫ x

Q(x′)e
∫ x′ P(x′′)dx′′dx′

]
, (10.2.3)

where the term
∫

P(x) dx is called the integrating factor (Boyce and DiPrima,
1992). The integrating factor in this case is

∫ φ

P(φ′)dφ′ = −i
∫ φ

(αs + βs cosφ′)dφ′

= −i(αsφ+ βs sinφ). (10.2.4)

The general solution of Eq. (10.2.1) is then given by

f̃s =
−iesnsΦ̃

msωcs
ei(αsφ+ βs sinφ)

∫ φ

k ·∇vFs0 e−i(αsφ
′ + βs sinφ′)dφ′, (10.2.5)
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where we have introduced the normalized zero-order distribution function, Fs0,
via the definition fs0 = ns0Fs0. Following the same procedure used in a hot
unmagnetized plasma, the next step is to compute the charge density

ρ̃q =
∑

s

es

∫ ∞

−∞
f̃sd3υ (10.2.6)

and substitute the charge density into Poisson’s equation, ∇2Φ = −ρq/ϵ0, which
after Fourier transforming becomes

k2Φ̃ =
∑

s

es

ϵ0

∫ ∞

−∞
f̃sd3υ. (10.2.7)

The dispersion relation can then be obtained by substituting f̃s from Eq. (10.2.5)
into the integral, canceling Φ̃ on both sides of the equation, and dividing by k2,
which gives

Ð(k,ω) = 1+
∑

s

ω2
ps

k2ωcs

∫
ei(αsφ+ βs sinφ)

×
∫ φ

ik ·∇vFs0 e−i(αsφ
′ + βs sinφ′)dφ′ dφυ⊥ dυ⊥ dυ∥ = 0, (10.2.8)

where the velocity space volume element is written as d3υ = dφυ⊥ dυ⊥dυ∥.
Unfortunately, the above equation is not yet in a useful form. To simplify the
equation, we proceed by writing ∇vFs0 in cylindrical coordinates, noting from
Eq. (10.1.8) that ∂Fs0/∂φ = 0, and taking the dot product with ik. The first term in
the integrand is then given by

ik ·∇vFs0 = ik∥
∂Fs0

∂υ∥
+ ik⊥

∂Fs0

∂υ⊥
cosφ′. (10.2.9)

By writing cosφ′ in terms of complex exponentials, the dφ′ integral in Eq. (10.2.8)
can be written

∫ φ

· · ·dφ′ = ik∥
∂Fs0

∂υ∥

∫ φ

e−i(αsφ
′ + βs sinφ′)dφ′ + ik⊥

∂Fs0

∂υ⊥

×
∫ φ 1

2
(eiφ′ + e−iφ′) e−i(αsφ

′ + βs sinφ′) dφ′. (10.2.10)

The integrals in the above equation can be evaluated by using the following
expansion:

e−iβs sinφ′ =
∞∑

n=−∞
Jn (βs) e−inφ′ , (10.2.11)
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Phase shift

{

v

k

ρc

Figure 10.3 For a finite cyclotron radius, ρc, a phase shift is introduced by the
cyclotron motion of the particle around the magnetic field. This phase shift is
responsible for the resonances at nωc.

Jn(βs)
1

0.5

J0
J1

1 2
4 7

βs =
kυ
ωcs

J2

Figure 10.4 Plots of the zero-order, first-order, and second-order Bessel func-
tions, J0(βs), J1(βs), and J2(βs).

where we have used the harmonic expansion given by Eq. (10.2.11) for the
exp(iβs sinωct) term. Since the phase shift term, βs sinωct, is periodic with angular
frequency ωc, the above equation shows that the electric field force can be
expressed as an expansion in harmonics of the cyclotron frequency, ωc. The
coefficients of this expansion are the Bessel functions Jn(βs). When ω ≃ nωc, the
electric field force “felt” by the particle has a component in phase with the motion
of the particle and a strong resonant interaction occurs. The Bessel function term
gives the “strength” of this interaction, and is controlled by βs. The functional
forms of the first three Bessel functions are shown in Figure 10.4; see Watson
(1995).

10.2.2 The Low-temperature, Long-Wavelength Limit

Before discussing the general solution of the Harris dispersion relation, it is
useful to consider the low-temperature, long-wavelength limit. If the perpendicular
temperature is sufficiently low (υ⊥ → 0) and/or the perpendicular wavelength is
sufficiently long (k⊥ → 0), the parameter βs = k⊥υ⊥/ωcs can be regarded as a small
quantity (i.e., βs ≪ 1). In this limit the Bessel functions in Eq. (10.2.11) can be
approximated to first order in βs by three terms, J0 ≃ 1, J1 ≃ βs/2, and J−1 ≃−βs/2.
All the remaining Bessel function terms are of higher order in βs and can be
omitted. Substituting these approximations into the dispersion relation, keeping
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Combining all the terms then gives

ei(αsφ+ βs sinφ)
∫ φ

· · ·dφ′ = −
∑

n,m

JmJn

αs +n

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]
ei(m−n)φ,

(10.2.18)

where in the second term on the right we have eliminated βs by using βs =

k⊥υ⊥/ωcs from Eq. (10.1.14). Inserting this result into Eq. (10.2.8), we obtain

Ð(k,ω) = 1−
∑

s

ω2
ps

k2ωcs

∑

n,m

∫ ∞

−∞

∫ ∞

0
υ⊥dυ⊥ dυ∥

JmJn

αs +n

×
[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]∫ 2π

0
ei(m−n)φ dφ = 0. (10.2.19)

The φ integral in the above equation is zero unless m = n, in which case it is
2π. Finally, reintroducing the definitions for αs and βs from Eq. (10.1.14), the
dispersion relation can be written in the form

Ð(k,ω) = 1−
∑

s

ω2
ps

k2

∑

n

∫ ∞

−∞

∫ ∞

0

J2
n(k⊥υ⊥/ωcs)

k∥υ∥ −ω+nωcs

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]

×2πυ⊥dυ⊥dυ∥ = 0. (10.2.20)

This equation is called the Harris dispersion relation after Harris (1959), who first
derived this result.

The Harris dispersion relation gives a very general result for small-amplitude
electrostatic waves propagating in a hot magnetized plasma and is valid for
any direction of propagation and any choice of plasma parameters. The origin
of the cyclotron harmonics, nωcs, in the dispersion relation can be traced to
the term exp[iβs sinφ] and has the following interpretation. First, note that the
parameter βs = k⊥υ⊥/ωcs is the product of the cyclotron radius, ρc = υ⊥/ωc, and
the perpendicular wave number, k⊥. Next, if the wavelength is comparable to the
cyclotron radius, so that k⊥ρc∼1, then a substantial phase shift is introduced in the
applied electric field by the zero-order cyclotron motion of the particle. The origin
of the phase shift is illustrated in Figure 10.3. To understand the significance of the
phase shift, consider an applied electric field of the form E0 exp[i(k⊥x−ωt)]. If the
zero-order motion along the x axis is x = ρc sinωct, the electric field at the position
of the particle is given by

E = E0eiβs sinωct e−iωt = E0

∞∑

n=−∞
Jn(βs) ei(nωc −ω)t, (10.2.21)
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Combining all the terms then gives

ei(αsφ+ βs sinφ)
∫ φ

· · ·dφ′ = −
∑

n,m

JmJn

αs +n

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]
ei(m−n)φ,

(10.2.18)

where in the second term on the right we have eliminated βs by using βs =

k⊥υ⊥/ωcs from Eq. (10.1.14). Inserting this result into Eq. (10.2.8), we obtain

Ð(k,ω) = 1−
∑

s

ω2
ps

k2ωcs

∑

n,m

∫ ∞

−∞

∫ ∞

0
υ⊥dυ⊥ dυ∥

JmJn

αs +n

×
[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]∫ 2π

0
ei(m−n)φ dφ = 0. (10.2.19)

The φ integral in the above equation is zero unless m = n, in which case it is
2π. Finally, reintroducing the definitions for αs and βs from Eq. (10.1.14), the
dispersion relation can be written in the form

Ð(k,ω) = 1−
∑

s

ω2
ps

k2

∑

n

∫ ∞

−∞

∫ ∞

0

J2
n(k⊥υ⊥/ωcs)

k∥υ∥ −ω+nωcs

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]

×2πυ⊥dυ⊥dυ∥ = 0. (10.2.20)

This equation is called the Harris dispersion relation after Harris (1959), who first
derived this result.

The Harris dispersion relation gives a very general result for small-amplitude
electrostatic waves propagating in a hot magnetized plasma and is valid for
any direction of propagation and any choice of plasma parameters. The origin
of the cyclotron harmonics, nωcs, in the dispersion relation can be traced to
the term exp[iβs sinφ] and has the following interpretation. First, note that the
parameter βs = k⊥υ⊥/ωcs is the product of the cyclotron radius, ρc = υ⊥/ωc, and
the perpendicular wave number, k⊥. Next, if the wavelength is comparable to the
cyclotron radius, so that k⊥ρc∼1, then a substantial phase shift is introduced in the
applied electric field by the zero-order cyclotron motion of the particle. The origin
of the phase shift is illustrated in Figure 10.3. To understand the significance of the
phase shift, consider an applied electric field of the form E0 exp[i(k⊥x−ωt)]. If the
zero-order motion along the x axis is x = ρc sinωct, the electric field at the position
of the particle is given by

E = E0eiβs sinωct e−iωt = E0

∞∑

n=−∞
Jn(βs) ei(nωc −ω)t, (10.2.21)
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382 Waves in a Hot Magnetized Plasma

For any given first-order electric field, Ẽ, this linear differential equation can be
solved to give the first-order perturbation, f̃s, in the velocity distribution function.

10.2 Electrostatic Waves

Since the analysis of electromagnetic waves is more difficult, we first turn our
attention to electrostatic waves. The resulting dispersion relation is called the
Harris dispersion relation.

10.2.1 The Harris Dispersion Relation

The advantage of restricting our attention to electrostatic waves is that the
electric field can be written as the gradient of a potential, E = −∇Φ, which
when Fourier-transformed becomes Ẽ = −ikΦ̃. For electrostatic waves one also
has ∇ × E = 0 which, when Fourier-transformed, becomes k × Ẽ = 0. The term
v×(k×Ẽ) in Eq. (10.1.13) is then zero, which provides considerable simplification.
After substituting Ẽ = −ikΦ̃ into Eq. (10.1.13), the first-order Vlasov equation
becomes

∂ f̃s

∂φ
− i(αs + βs cosφ) f̃s =

−ies

msωcs
Φ̃k ·∇v fs0. (10.2.1)

The above equation is a first-order linear differential equation of the form

d f
dx
+P(x) f = Q(x), (10.2.2)

which has a general solution

f = e−
∫ x P(x′)dx′

[∫ x

Q(x′)e
∫ x′ P(x′′)dx′′dx′

]
, (10.2.3)

where the term
∫

P(x) dx is called the integrating factor (Boyce and DiPrima,
1992). The integrating factor in this case is

∫ φ

P(φ′)dφ′ = −i
∫ φ

(αs + βs cosφ′)dφ′

= −i(αsφ+ βs sinφ). (10.2.4)

The general solution of Eq. (10.2.1) is then given by

f̃s =
−iesnsΦ̃

msωcs
ei(αsφ+ βs sinφ)

∫ φ

k ·∇vFs0 e−i(αsφ
′ + βs sinφ′)dφ′, (10.2.5)
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where we have introduced the normalized zero-order distribution function, Fs0,
via the definition fs0 = ns0Fs0. Following the same procedure used in a hot
unmagnetized plasma, the next step is to compute the charge density

ρ̃q =
∑

s

es

∫ ∞

−∞
f̃sd3υ (10.2.6)

and substitute the charge density into Poisson’s equation, ∇2Φ = −ρq/ϵ0, which
after Fourier transforming becomes

k2Φ̃ =
∑

s

es

ϵ0

∫ ∞

−∞
f̃sd3υ. (10.2.7)

The dispersion relation can then be obtained by substituting f̃s from Eq. (10.2.5)
into the integral, canceling Φ̃ on both sides of the equation, and dividing by k2,
which gives

Ð(k,ω) = 1+
∑

s

ω2
ps

k2ωcs

∫
ei(αsφ+ βs sinφ)

×
∫ φ

ik ·∇vFs0 e−i(αsφ
′ + βs sinφ′)dφ′ dφυ⊥ dυ⊥ dυ∥ = 0, (10.2.8)

where the velocity space volume element is written as d3υ = dφυ⊥ dυ⊥dυ∥.
Unfortunately, the above equation is not yet in a useful form. To simplify the
equation, we proceed by writing ∇vFs0 in cylindrical coordinates, noting from
Eq. (10.1.8) that ∂Fs0/∂φ = 0, and taking the dot product with ik. The first term in
the integrand is then given by

ik ·∇vFs0 = ik∥
∂Fs0

∂υ∥
+ ik⊥

∂Fs0

∂υ⊥
cosφ′. (10.2.9)

By writing cosφ′ in terms of complex exponentials, the dφ′ integral in Eq. (10.2.8)
can be written

∫ φ

· · ·dφ′ = ik∥
∂Fs0

∂υ∥

∫ φ

e−i(αsφ
′ + βs sinφ′)dφ′ + ik⊥

∂Fs0

∂υ⊥

×
∫ φ 1

2
(eiφ′ + e−iφ′) e−i(αsφ

′ + βs sinφ′) dφ′. (10.2.10)

The integrals in the above equation can be evaluated by using the following
expansion:

e−iβs sinφ′ =
∞∑

n=−∞
Jn (βs) e−inφ′ , (10.2.11)
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where we have introduced the normalized zero-order distribution function, Fs0,
via the definition fs0 = ns0Fs0. Following the same procedure used in a hot
unmagnetized plasma, the next step is to compute the charge density

ρ̃q =
∑

s

es

∫ ∞

−∞
f̃sd3υ (10.2.6)

and substitute the charge density into Poisson’s equation, ∇2Φ = −ρq/ϵ0, which
after Fourier transforming becomes

k2Φ̃ =
∑

s

es

ϵ0

∫ ∞

−∞
f̃sd3υ. (10.2.7)

The dispersion relation can then be obtained by substituting f̃s from Eq. (10.2.5)
into the integral, canceling Φ̃ on both sides of the equation, and dividing by k2,
which gives

Ð(k,ω) = 1+
∑

s

ω2
ps

k2ωcs

∫
ei(αsφ+ βs sinφ)

×
∫ φ

ik ·∇vFs0 e−i(αsφ
′ + βs sinφ′)dφ′ dφυ⊥ dυ⊥ dυ∥ = 0, (10.2.8)

where the velocity space volume element is written as d3υ = dφυ⊥ dυ⊥dυ∥.
Unfortunately, the above equation is not yet in a useful form. To simplify the
equation, we proceed by writing ∇vFs0 in cylindrical coordinates, noting from
Eq. (10.1.8) that ∂Fs0/∂φ = 0, and taking the dot product with ik. The first term in
the integrand is then given by

ik ·∇vFs0 = ik∥
∂Fs0

∂υ∥
+ ik⊥

∂Fs0

∂υ⊥
cosφ′. (10.2.9)

By writing cosφ′ in terms of complex exponentials, the dφ′ integral in Eq. (10.2.8)
can be written

∫ φ

· · ·dφ′ = ik∥
∂Fs0

∂υ∥

∫ φ

e−i(αsφ
′ + βs sinφ′)dφ′ + ik⊥

∂Fs0

∂υ⊥

×
∫ φ 1

2
(eiφ′ + e−iφ′) e−i(αsφ

′ + βs sinφ′) dφ′. (10.2.10)

The integrals in the above equation can be evaluated by using the following
expansion:

e−iβs sinφ′ =
∞∑

n=−∞
Jn (βs) e−inφ′ , (10.2.11)
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where Jn(βs) is the nth order Bessel function (from Arfken, 1970). Using this
expansion, the first integral on the right-hand side of Eq. (10.2.10) becomes

∫ φ

e−i(αsφ
′ + βs sinφ′)dφ′ =

∑

n

Jn(βs)
∫ φ

e−i(αs + n)φ′dφ′

= i
∑

n

Jn(βs)
αs + n

e−i(αs + n)φ. (10.2.12)

Similarly, the second integral on the right-hand side of Eq. (10.2.10) becomes
∫ φ

(eiφ′ + e−iφ′) e−i(αsφ
′ + βs sinφ′) dφ′

=
∑

n

Jn(βs)
∫ φ

[e−i(αs − 1+ n)φ′ + e−i(αs + 1+ n)φ′] dφ′

= i
∑

n

Jn(βs)

⎡
⎢⎢⎢⎢⎢⎣
e−i(αs − 1+ n)φ

αs − 1+ n
+

e−i(αs + 1+ n)φ

αs + 1+ n

⎤
⎥⎥⎥⎥⎥⎦ . (10.2.13)

Next, multiplying Eq. (10.2.10) by the term

ei(αsφ+ βs sinφ) =
∑

m

Jm(βs) ei(αs +m)φ (10.2.14)

gives

ei(αsφ+ βs sinφ)
∫ φ

· · ·dφ′ =− k∥
∂Fs0

∂υ∥

∑

n,m

JmJn

⎡
⎢⎢⎢⎢⎢⎣
ei(m− n)φ

αs + n

⎤
⎥⎥⎥⎥⎥⎦

− 1
2

k⊥
∂Fs0

∂υ⊥

∑

n,m

JmJn

⎡
⎢⎢⎢⎢⎢⎣
ei(m− n+ 1)φ

αs + n− 1
+

ei(m− n− 1)φ

αs + n+ 1

⎤
⎥⎥⎥⎥⎥⎦ .

(10.2.15)

In the second summation, the index can be relabeled to give

∑

n,m

JmJn+1

αs + n
ei(m− n)φ +

JmJn−1

αs + n
ei(m− n)φ =

∑

n,m

Jm
[
Jn+1 + Jn−1

]ei(m− n)φ

αs + n
.

(10.2.16)

Using the Bessel function recursion formula, Jn+1+ Jn−1 = (2n/βs)Jn, this sum can
be written in the more compact form

∑

m,n

2n JmJn

βs(αs + n)
ei(m− n)φ. (10.2.17)
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where Jn(βs) is the nth order Bessel function (from Arfken, 1970). Using this
expansion, the first integral on the right-hand side of Eq. (10.2.10) becomes

∫ φ

e−i(αsφ
′ + βs sinφ′)dφ′ =

∑

n

Jn(βs)
∫ φ

e−i(αs + n)φ′dφ′

= i
∑

n

Jn(βs)
αs + n

e−i(αs + n)φ. (10.2.12)

Similarly, the second integral on the right-hand side of Eq. (10.2.10) becomes
∫ φ

(eiφ′ + e−iφ′) e−i(αsφ
′ + βs sinφ′) dφ′

=
∑

n

Jn(βs)
∫ φ

[e−i(αs − 1+ n)φ′ + e−i(αs + 1+ n)φ′] dφ′

= i
∑

n

Jn(βs)

⎡
⎢⎢⎢⎢⎢⎣
e−i(αs − 1+ n)φ

αs − 1+ n
+

e−i(αs + 1+ n)φ

αs + 1+ n

⎤
⎥⎥⎥⎥⎥⎦ . (10.2.13)

Next, multiplying Eq. (10.2.10) by the term

ei(αsφ+ βs sinφ) =
∑

m

Jm(βs) ei(αs +m)φ (10.2.14)

gives

ei(αsφ+ βs sinφ)
∫ φ
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(10.2.15)

In the second summation, the index can be relabeled to give
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]ei(m− n)φ

αs + n
.

(10.2.16)

Using the Bessel function recursion formula, Jn+1+ Jn−1 = (2n/βs)Jn, this sum can
be written in the more compact form

∑

m,n

2n JmJn

βs(αs + n)
ei(m− n)φ. (10.2.17)
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where Jn(βs) is the nth order Bessel function (from Arfken, 1970). Using this
expansion, the first integral on the right-hand side of Eq. (10.2.10) becomes

∫ φ

e−i(αsφ
′ + βs sinφ′)dφ′ =

∑

n

Jn(βs)
∫ φ

e−i(αs + n)φ′dφ′

= i
∑

n

Jn(βs)
αs + n

e−i(αs + n)φ. (10.2.12)

Similarly, the second integral on the right-hand side of Eq. (10.2.10) becomes
∫ φ
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∑
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+
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⎤
⎥⎥⎥⎥⎥⎦ . (10.2.13)

Next, multiplying Eq. (10.2.10) by the term

ei(αsφ+ βs sinφ) =
∑

m

Jm(βs) ei(αs +m)φ (10.2.14)

gives
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∫ φ

· · ·dφ′ =− k∥
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In the second summation, the index can be relabeled to give

∑
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JmJn+1
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ei(m− n)φ +

JmJn−1

αs + n
ei(m− n)φ =

∑

n,m

Jm
[
Jn+1 + Jn−1

]ei(m− n)φ

αs + n
.

(10.2.16)

Using the Bessel function recursion formula, Jn+1+ Jn−1 = (2n/βs)Jn, this sum can
be written in the more compact form

∑

m,n

2n JmJn

βs(αs + n)
ei(m− n)φ. (10.2.17)
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Combining all the terms then gives

ei(αsφ+ βs sinφ)
∫ φ

· · ·dφ′ = −
∑

n,m

JmJn

αs +n

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]
ei(m−n)φ,

(10.2.18)

where in the second term on the right we have eliminated βs by using βs =

k⊥υ⊥/ωcs from Eq. (10.1.14). Inserting this result into Eq. (10.2.8), we obtain

Ð(k,ω) = 1−
∑

s

ω2
ps

k2ωcs

∑

n,m

∫ ∞

−∞

∫ ∞

0
υ⊥dυ⊥ dυ∥

JmJn

αs +n

×
[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]∫ 2π

0
ei(m−n)φ dφ = 0. (10.2.19)

The φ integral in the above equation is zero unless m = n, in which case it is
2π. Finally, reintroducing the definitions for αs and βs from Eq. (10.1.14), the
dispersion relation can be written in the form

Ð(k,ω) = 1−
∑

s

ω2
ps

k2

∑

n

∫ ∞

−∞

∫ ∞

0

J2
n(k⊥υ⊥/ωcs)

k∥υ∥ −ω+nωcs

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]

×2πυ⊥dυ⊥dυ∥ = 0. (10.2.20)

This equation is called the Harris dispersion relation after Harris (1959), who first
derived this result.

The Harris dispersion relation gives a very general result for small-amplitude
electrostatic waves propagating in a hot magnetized plasma and is valid for
any direction of propagation and any choice of plasma parameters. The origin
of the cyclotron harmonics, nωcs, in the dispersion relation can be traced to
the term exp[iβs sinφ] and has the following interpretation. First, note that the
parameter βs = k⊥υ⊥/ωcs is the product of the cyclotron radius, ρc = υ⊥/ωc, and
the perpendicular wave number, k⊥. Next, if the wavelength is comparable to the
cyclotron radius, so that k⊥ρc∼1, then a substantial phase shift is introduced in the
applied electric field by the zero-order cyclotron motion of the particle. The origin
of the phase shift is illustrated in Figure 10.3. To understand the significance of the
phase shift, consider an applied electric field of the form E0 exp[i(k⊥x−ωt)]. If the
zero-order motion along the x axis is x = ρc sinωct, the electric field at the position
of the particle is given by

E = E0eiβs sinωct e−iωt = E0

∞∑

n=−∞
Jn(βs) ei(nωc −ω)t, (10.2.21)
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Combining all the terms then gives

ei(αsφ+ βs sinφ)
∫ φ

· · ·dφ′ = −
∑

n,m

JmJn

αs +n

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]
ei(m−n)φ,

(10.2.18)

where in the second term on the right we have eliminated βs by using βs =

k⊥υ⊥/ωcs from Eq. (10.1.14). Inserting this result into Eq. (10.2.8), we obtain

Ð(k,ω) = 1−
∑
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ω2
ps

k2ωcs

∑
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∫ ∞

−∞

∫ ∞

0
υ⊥dυ⊥ dυ∥

JmJn

αs +n

×
[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]∫ 2π

0
ei(m−n)φ dφ = 0. (10.2.19)

The φ integral in the above equation is zero unless m = n, in which case it is
2π. Finally, reintroducing the definitions for αs and βs from Eq. (10.1.14), the
dispersion relation can be written in the form
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∂υ⊥

]

×2πυ⊥dυ⊥dυ∥ = 0. (10.2.20)

This equation is called the Harris dispersion relation after Harris (1959), who first
derived this result.

The Harris dispersion relation gives a very general result for small-amplitude
electrostatic waves propagating in a hot magnetized plasma and is valid for
any direction of propagation and any choice of plasma parameters. The origin
of the cyclotron harmonics, nωcs, in the dispersion relation can be traced to
the term exp[iβs sinφ] and has the following interpretation. First, note that the
parameter βs = k⊥υ⊥/ωcs is the product of the cyclotron radius, ρc = υ⊥/ωc, and
the perpendicular wave number, k⊥. Next, if the wavelength is comparable to the
cyclotron radius, so that k⊥ρc∼1, then a substantial phase shift is introduced in the
applied electric field by the zero-order cyclotron motion of the particle. The origin
of the phase shift is illustrated in Figure 10.3. To understand the significance of the
phase shift, consider an applied electric field of the form E0 exp[i(k⊥x−ωt)]. If the
zero-order motion along the x axis is x = ρc sinωct, the electric field at the position
of the particle is given by

E = E0eiβs sinωct e−iωt = E0

∞∑

n=−∞
Jn(βs) ei(nωc −ω)t, (10.2.21)
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Phase shift

{

v

k

ρc

Figure 10.3 For a finite cyclotron radius, ρc, a phase shift is introduced by the
cyclotron motion of the particle around the magnetic field. This phase shift is
responsible for the resonances at nωc.

Jn(βs)
1

0.5

J0
J1

1 2
4 7

βs =
kυ
ωcs

J2

Figure 10.4 Plots of the zero-order, first-order, and second-order Bessel func-
tions, J0(βs), J1(βs), and J2(βs).

where we have used the harmonic expansion given by Eq. (10.2.11) for the
exp(iβs sinωct) term. Since the phase shift term, βs sinωct, is periodic with angular
frequency ωc, the above equation shows that the electric field force can be
expressed as an expansion in harmonics of the cyclotron frequency, ωc. The
coefficients of this expansion are the Bessel functions Jn(βs). When ω ≃ nωc, the
electric field force “felt” by the particle has a component in phase with the motion
of the particle and a strong resonant interaction occurs. The Bessel function term
gives the “strength” of this interaction, and is controlled by βs. The functional
forms of the first three Bessel functions are shown in Figure 10.4; see Watson
(1995).

10.2.2 The Low-temperature, Long-Wavelength Limit

Before discussing the general solution of the Harris dispersion relation, it is
useful to consider the low-temperature, long-wavelength limit. If the perpendicular
temperature is sufficiently low (υ⊥ → 0) and/or the perpendicular wavelength is
sufficiently long (k⊥ → 0), the parameter βs = k⊥υ⊥/ωcs can be regarded as a small
quantity (i.e., βs ≪ 1). In this limit the Bessel functions in Eq. (10.2.11) can be
approximated to first order in βs by three terms, J0 ≃ 1, J1 ≃ βs/2, and J−1 ≃−βs/2.
All the remaining Bessel function terms are of higher order in βs and can be
omitted. Substituting these approximations into the dispersion relation, keeping

(8C"D�$9�)D8��4*4�!45!8�4(��((%D-��+++�64"5C�7:8�$C:�6$C8�(8C"D���((%D-��7$��$C:�������
�,
���	,�����,����
/$+#!$4787�9C$"��((%D-��+++�64"5C�7:8�$C:�6$C8��2846�8CD�.$!!8:8�1�5C4C,� �.$!)"5�4�3#�*8CD�(,��$#����04#������4(��
-
	-
���D)5 86(�($�(�8�.4"5C�7:8�.$C8

10.2 Electrostatic Waves 387

only the n = 0 term associated with ∂Fs0/∂υ∥ and the n = ± 1 term associated
with ∂Fs0/∂υ⊥, and expanding the υ∥ integral in the small parameters k∥υ∥/ω and
k∥υ∥/(ω ± ωc), the integral can be written as a series of integrals involving moments
in υ∥, very similar to the high phase velocity expansion in Eq. (9.1.18). Keeping
only the zero-order moments (i.e., the zero temperature limit), it is easy to show
that the Harris dispersion relation simplifies to

Ð0(k,ω) =

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2

⎤
⎥⎥⎥⎥⎥⎦ cos2 θ+

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2 −ω2
cs

⎤
⎥⎥⎥⎥⎥⎦ sin2 θ = 0, (10.2.22)

where cosθ = k∥/k and sinθ = k⊥/k. The terms in the brackets can be immediately
recognized as the functions P and S in cold plasma theory; see Eqs. (4.4.8) and
(4.4.9). The dispersion relation can then be written

Ð0(k,ω) = Pcos2 θ+S sin2 θ = 0. (10.2.23)

For propagation parallel to the magnetic field, θ = 0, the above equation reduces
to P = 0, which gives the electron plasma oscillations encountered in cold plasma
theory. For propagation perpendicular to the magnetic field, θ= π/2, the dispersion
relation reduces to S = 0, which gives the hybrid resonances. At intermediate
angles the dispersion relation corresponds to resonance cones at tan2 θ = −P/S,
i.e., Eq. (4.4.53). Thus, the low-temperature, long-wavelength limit of the Harris
dispersion relation reduces to the electrostatic waves encountered in cold plasma
theory.

10.2.3 The Bernstein Modes

To explore further the solutions of the Harris dispersion relation, we next consider
the special case of an isotropic Maxwellian velocity distribution with the wave
vector perpendicular to the magnetic field (i.e., k∥ = 0). To simplify the analysis,
the ions are assumed to be immobile, so that only the electron motions need
be considered. Keeping only the electron terms, the Harris dispersion relation
equation (10.2.20), with k∥ = 0,ωc = |ωce| = −ωce, and ωpe =ωp, can be written

Ð(k⊥,ω) = 1−
ω2

p

k2
⊥

∞∑

n=−∞

nωc

−ω+ nωc

×
∫ ∞

−∞

∫ ∞

0
J2

n

(
k⊥υ⊥
ωc

)
∂F0

∂υ⊥
2πdυ⊥dυ∥ = 0, (10.2.24)
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Combining all the terms then gives

ei(αsφ+ βs sinφ)
∫ φ

· · ·dφ′ = −
∑

n,m

JmJn

αs +n

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]
ei(m−n)φ,

(10.2.18)

where in the second term on the right we have eliminated βs by using βs =

k⊥υ⊥/ωcs from Eq. (10.1.14). Inserting this result into Eq. (10.2.8), we obtain

Ð(k,ω) = 1−
∑

s

ω2
ps

k2ωcs

∑

n,m

∫ ∞

−∞

∫ ∞

0
υ⊥dυ⊥ dυ∥

JmJn

αs +n

×
[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]∫ 2π

0
ei(m−n)φ dφ = 0. (10.2.19)

The φ integral in the above equation is zero unless m = n, in which case it is
2π. Finally, reintroducing the definitions for αs and βs from Eq. (10.1.14), the
dispersion relation can be written in the form

Ð(k,ω) = 1−
∑

s

ω2
ps

k2

∑

n

∫ ∞

−∞

∫ ∞

0

J2
n(k⊥υ⊥/ωcs)

k∥υ∥ −ω+nωcs

[
k∥
∂Fs0

∂υ∥
+

nωcs

υ⊥

∂Fs0

∂υ⊥

]

×2πυ⊥dυ⊥dυ∥ = 0. (10.2.20)

This equation is called the Harris dispersion relation after Harris (1959), who first
derived this result.

The Harris dispersion relation gives a very general result for small-amplitude
electrostatic waves propagating in a hot magnetized plasma and is valid for
any direction of propagation and any choice of plasma parameters. The origin
of the cyclotron harmonics, nωcs, in the dispersion relation can be traced to
the term exp[iβs sinφ] and has the following interpretation. First, note that the
parameter βs = k⊥υ⊥/ωcs is the product of the cyclotron radius, ρc = υ⊥/ωc, and
the perpendicular wave number, k⊥. Next, if the wavelength is comparable to the
cyclotron radius, so that k⊥ρc∼1, then a substantial phase shift is introduced in the
applied electric field by the zero-order cyclotron motion of the particle. The origin
of the phase shift is illustrated in Figure 10.3. To understand the significance of the
phase shift, consider an applied electric field of the form E0 exp[i(k⊥x−ωt)]. If the
zero-order motion along the x axis is x = ρc sinωct, the electric field at the position
of the particle is given by

E = E0eiβs sinωct e−iωt = E0

∞∑

n=−∞
Jn(βs) ei(nωc −ω)t, (10.2.21)
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only the n = 0 term associated with ∂Fs0/∂υ∥ and the n = ± 1 term associated
with ∂Fs0/∂υ⊥, and expanding the υ∥ integral in the small parameters k∥υ∥/ω and
k∥υ∥/(ω ± ωc), the integral can be written as a series of integrals involving moments
in υ∥, very similar to the high phase velocity expansion in Eq. (9.1.18). Keeping
only the zero-order moments (i.e., the zero temperature limit), it is easy to show
that the Harris dispersion relation simplifies to

Ð0(k,ω) =

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2

⎤
⎥⎥⎥⎥⎥⎦ cos2 θ+

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2 −ω2
cs

⎤
⎥⎥⎥⎥⎥⎦ sin2 θ = 0, (10.2.22)

where cosθ = k∥/k and sinθ = k⊥/k. The terms in the brackets can be immediately
recognized as the functions P and S in cold plasma theory; see Eqs. (4.4.8) and
(4.4.9). The dispersion relation can then be written

Ð0(k,ω) = Pcos2 θ+S sin2 θ = 0. (10.2.23)

For propagation parallel to the magnetic field, θ = 0, the above equation reduces
to P = 0, which gives the electron plasma oscillations encountered in cold plasma
theory. For propagation perpendicular to the magnetic field, θ= π/2, the dispersion
relation reduces to S = 0, which gives the hybrid resonances. At intermediate
angles the dispersion relation corresponds to resonance cones at tan2 θ = −P/S,
i.e., Eq. (4.4.53). Thus, the low-temperature, long-wavelength limit of the Harris
dispersion relation reduces to the electrostatic waves encountered in cold plasma
theory.

10.2.3 The Bernstein Modes

To explore further the solutions of the Harris dispersion relation, we next consider
the special case of an isotropic Maxwellian velocity distribution with the wave
vector perpendicular to the magnetic field (i.e., k∥ = 0). To simplify the analysis,
the ions are assumed to be immobile, so that only the electron motions need
be considered. Keeping only the electron terms, the Harris dispersion relation
equation (10.2.20), with k∥ = 0,ωc = |ωce| = −ωce, and ωpe =ωp, can be written

Ð(k⊥,ω) = 1−
ω2

p

k2
⊥

∞∑

n=−∞

nωc

−ω+ nωc

×
∫ ∞

−∞

∫ ∞

0
J2

n

(
k⊥υ⊥
ωc

)
∂F0

∂υ⊥
2πdυ⊥dυ∥ = 0, (10.2.24)
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only the n = 0 term associated with ∂Fs0/∂υ∥ and the n = ± 1 term associated
with ∂Fs0/∂υ⊥, and expanding the υ∥ integral in the small parameters k∥υ∥/ω and
k∥υ∥/(ω ± ωc), the integral can be written as a series of integrals involving moments
in υ∥, very similar to the high phase velocity expansion in Eq. (9.1.18). Keeping
only the zero-order moments (i.e., the zero temperature limit), it is easy to show
that the Harris dispersion relation simplifies to
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where cosθ = k∥/k and sinθ = k⊥/k. The terms in the brackets can be immediately
recognized as the functions P and S in cold plasma theory; see Eqs. (4.4.8) and
(4.4.9). The dispersion relation can then be written

Ð0(k,ω) = Pcos2 θ+S sin2 θ = 0. (10.2.23)

For propagation parallel to the magnetic field, θ = 0, the above equation reduces
to P = 0, which gives the electron plasma oscillations encountered in cold plasma
theory. For propagation perpendicular to the magnetic field, θ= π/2, the dispersion
relation reduces to S = 0, which gives the hybrid resonances. At intermediate
angles the dispersion relation corresponds to resonance cones at tan2 θ = −P/S,
i.e., Eq. (4.4.53). Thus, the low-temperature, long-wavelength limit of the Harris
dispersion relation reduces to the electrostatic waves encountered in cold plasma
theory.

10.2.3 The Bernstein Modes

To explore further the solutions of the Harris dispersion relation, we next consider
the special case of an isotropic Maxwellian velocity distribution with the wave
vector perpendicular to the magnetic field (i.e., k∥ = 0). To simplify the analysis,
the ions are assumed to be immobile, so that only the electron motions need
be considered. Keeping only the electron terms, the Harris dispersion relation
equation (10.2.20), with k∥ = 0,ωc = |ωce| = −ωce, and ωpe =ωp, can be written

Ð(k⊥,ω) = 1−
ω2

p

k2
⊥

∞∑

n=−∞

nωc

−ω+ nωc

×
∫ ∞
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∫ ∞
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n
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)
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where we have changed n to −n and used the fact that J 2
−n(−βs) = J 2

n (βs). A further
simplification is made by combining the positive (+n) and negative (−n) terms

nωc

−ω+ nωc
+

(−n)ωc

−ω+ (−n)ωc
=
−2n2ω2

c

ω2 − n2ω2
c
, (10.2.25)

which gives

Ð(k⊥,ω) = 1+
2ω2

p

k2
⊥

∞∑

n=1

n2ω2
c

ω2 − n2ω2
c

×
∫ ∞

−∞

∫ ∞

0
J2

n

(
k⊥υ⊥
ωc

)
∂F0

∂υ⊥
2πdυ⊥dυ∥ = 0, (10.2.26)

where the summation now extends only over the positive integers. In contrast to
the situation for a Maxwellian velocity distribution function in an unmagnetized
plasma, the integral in the dispersion relation can be performed in closed form.
This is made possible by the following identity (from Watson, 1995)

∫ ∞

0
J2

n(au)e−u2
u du =

1
2

exp
(
−a2

2

)
In

(
a2

2

)
, (10.2.27)

where In(x) is the modified Bessel function of order n. These functions can be
computed using the power series expansion

In(x) =
∞∑

m=0

1
m !(m+ |n |)!

( x
2

)2m+|n |
. (10.2.28)

The modified Bessel functions increase monotonically with increasing x as shown
in Figure 10.5. After completing the required integration in Eq. (10.2.26), the
dispersion relation can be written in the following form:

Ð(k⊥,ω) = 1−
∞∑

n=1

2ω2
p

β2
cω

2
c

Γn(βc)
(ω/nωc)2 − 1

= 0, (10.2.29)
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Figure 10.5 Plots of the zero-order, first-order, and second-order modified Bessel
functions, I0(x), I1(x), and I2(x).
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where we have changed n to −n and used the fact that J 2
−n(−βs) = J 2

n (βs). A further
simplification is made by combining the positive (+n) and negative (−n) terms

nωc

−ω+ nωc
+

(−n)ωc

−ω+ (−n)ωc
=
−2n2ω2
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ω2 − n2ω2
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, (10.2.25)

which gives
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where the summation now extends only over the positive integers. In contrast to
the situation for a Maxwellian velocity distribution function in an unmagnetized
plasma, the integral in the dispersion relation can be performed in closed form.
This is made possible by the following identity (from Watson, 1995)

∫ ∞

0
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n(au)e−u2
u du =

1
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)
, (10.2.27)

where In(x) is the modified Bessel function of order n. These functions can be
computed using the power series expansion

In(x) =
∞∑

m=0

1
m !(m+ |n |)!

( x
2

)2m+|n |
. (10.2.28)

The modified Bessel functions increase monotonically with increasing x as shown
in Figure 10.5. After completing the required integration in Eq. (10.2.26), the
dispersion relation can be written in the following form:

Ð(k⊥,ω) = 1−
∞∑

n=1

2ω2
p

β2
cω

2
c

Γn(βc)
(ω/nωc)2 − 1

= 0, (10.2.29)
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Figure 10.5 Plots of the zero-order, first-order, and second-order modified Bessel
functions, I0(x), I1(x), and I2(x).
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only the n = 0 term associated with ∂Fs0/∂υ∥ and the n = ± 1 term associated
with ∂Fs0/∂υ⊥, and expanding the υ∥ integral in the small parameters k∥υ∥/ω and
k∥υ∥/(ω ± ωc), the integral can be written as a series of integrals involving moments
in υ∥, very similar to the high phase velocity expansion in Eq. (9.1.18). Keeping
only the zero-order moments (i.e., the zero temperature limit), it is easy to show
that the Harris dispersion relation simplifies to

Ð0(k,ω) =

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2

⎤
⎥⎥⎥⎥⎥⎦ cos2 θ+

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2 −ω2
cs

⎤
⎥⎥⎥⎥⎥⎦ sin2 θ = 0, (10.2.22)

where cosθ = k∥/k and sinθ = k⊥/k. The terms in the brackets can be immediately
recognized as the functions P and S in cold plasma theory; see Eqs. (4.4.8) and
(4.4.9). The dispersion relation can then be written

Ð0(k,ω) = Pcos2 θ+S sin2 θ = 0. (10.2.23)

For propagation parallel to the magnetic field, θ = 0, the above equation reduces
to P = 0, which gives the electron plasma oscillations encountered in cold plasma
theory. For propagation perpendicular to the magnetic field, θ= π/2, the dispersion
relation reduces to S = 0, which gives the hybrid resonances. At intermediate
angles the dispersion relation corresponds to resonance cones at tan2 θ = −P/S,
i.e., Eq. (4.4.53). Thus, the low-temperature, long-wavelength limit of the Harris
dispersion relation reduces to the electrostatic waves encountered in cold plasma
theory.

10.2.3 The Bernstein Modes

To explore further the solutions of the Harris dispersion relation, we next consider
the special case of an isotropic Maxwellian velocity distribution with the wave
vector perpendicular to the magnetic field (i.e., k∥ = 0). To simplify the analysis,
the ions are assumed to be immobile, so that only the electron motions need
be considered. Keeping only the electron terms, the Harris dispersion relation
equation (10.2.20), with k∥ = 0,ωc = |ωce| = −ωce, and ωpe =ωp, can be written

Ð(k⊥,ω) = 1−
ω2

p

k2
⊥

∞∑

n=−∞

nωc

−ω+ nωc

×
∫ ∞

−∞

∫ ∞

0
J2

n

(
k⊥υ⊥
ωc

)
∂F0

∂υ⊥
2πdυ⊥dυ∥ = 0, (10.2.24)
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where we have changed n to −n and used the fact that J 2
−n(−βs) = J 2

n (βs). A further
simplification is made by combining the positive (+n) and negative (−n) terms

nωc

−ω+ nωc
+

(−n)ωc
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=
−2n2ω2

c
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c
, (10.2.25)

which gives
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where the summation now extends only over the positive integers. In contrast to
the situation for a Maxwellian velocity distribution function in an unmagnetized
plasma, the integral in the dispersion relation can be performed in closed form.
This is made possible by the following identity (from Watson, 1995)

∫ ∞

0
J2

n(au)e−u2
u du =

1
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exp
(
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2

)
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)
, (10.2.27)

where In(x) is the modified Bessel function of order n. These functions can be
computed using the power series expansion

In(x) =
∞∑

m=0

1
m !(m+ |n |)!

( x
2

)2m+|n |
. (10.2.28)

The modified Bessel functions increase monotonically with increasing x as shown
in Figure 10.5. After completing the required integration in Eq. (10.2.26), the
dispersion relation can be written in the following form:

Ð(k⊥,ω) = 1−
∞∑

n=1

2ω2
p

β2
cω

2
c

Γn(βc)
(ω/nωc)2 − 1

= 0, (10.2.29)
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Figure 10.5 Plots of the zero-order, first-order, and second-order modified Bessel
functions, I0(x), I1(x), and I2(x).
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Figure 10.6 Plots of Γn(βc) for n= 1, 2, and 3.

where the function Γn(βc) in the above equation is defined by

Γn(βc) = e−β
2
c In(β2

c), (10.2.30)

and βc is defined by

βc = k⊥

√
κT/m
ωc

. (10.2.31)

Note that the quantity multiplying k⊥ in the above equation is simply the thermal
cyclotron radius, ρc =

√
κT/m/ωc, i.e., the cyclotron radius of an electron moving

at the thermal velocity, so that βc = k⊥ρc. Plots of Γn(βc) as a function of βc are
shown in Figure 10.6 for n= 1, 2, and 3. As can be seen, the Γn functions all have
a single maximum that decreases and shifts to larger βc values as nincreases. For
n= 1, the peak value is 0.22 at βc = 1.24.

The dispersion relation given by Eq. (10.2.29) was first derived by Bernstein
(1958), and the corresponding modes of propagation are called the Bernstein
modes. The general nature of the roots of the dispersion relation can be determined
by plotting Ð(k⊥,ω) as a function of ω for a specific value of βc = k⊥ρc and then
looking for the points where Ð = 0. Notice that the thermal cyclotron radius, ρc, is
a basic scale factor in the perpendicular wavelength. Note also that as k⊥ρc → 0,
the dispersion relation, Ð(k⊥,ω), approaches the cold plasma equation, S , given
by Eq. (4.4.8). A representative plot of Ð(k⊥,ω) is shown in Figure 10.7. Since
Ð(k⊥,ω) has a single-order pole at each of the cyclotron harmonics, the roots of
the dispersion relation consist of an infinite number of frequencies, ω1,ω2, . . . ,
with one root between each of the adjacent cyclotron harmonics. By solving the
dispersion relation, Ð(k⊥,ω) = 0, as a function of βc = k⊥ρc, the frequency of
each mode, ωn, can be determined as a function of k⊥ρc. This procedure must
be done numerically. A typical plot of ωn as a function of βc = k⊥ρc is shown
in Figure 10.8. For the parameters used, ωp = 2.5ωc, the ratio of the plasma
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where the function Γn(βc) in the above equation is defined by
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and βc is defined by
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Note that the quantity multiplying k⊥ in the above equation is simply the thermal
cyclotron radius, ρc =

√
κT/m/ωc, i.e., the cyclotron radius of an electron moving

at the thermal velocity, so that βc = k⊥ρc. Plots of Γn(βc) as a function of βc are
shown in Figure 10.6 for n= 1, 2, and 3. As can be seen, the Γn functions all have
a single maximum that decreases and shifts to larger βc values as nincreases. For
n= 1, the peak value is 0.22 at βc = 1.24.

The dispersion relation given by Eq. (10.2.29) was first derived by Bernstein
(1958), and the corresponding modes of propagation are called the Bernstein
modes. The general nature of the roots of the dispersion relation can be determined
by plotting Ð(k⊥,ω) as a function of ω for a specific value of βc = k⊥ρc and then
looking for the points where Ð = 0. Notice that the thermal cyclotron radius, ρc, is
a basic scale factor in the perpendicular wavelength. Note also that as k⊥ρc → 0,
the dispersion relation, Ð(k⊥,ω), approaches the cold plasma equation, S , given
by Eq. (4.4.8). A representative plot of Ð(k⊥,ω) is shown in Figure 10.7. Since
Ð(k⊥,ω) has a single-order pole at each of the cyclotron harmonics, the roots of
the dispersion relation consist of an infinite number of frequencies, ω1,ω2, . . . ,
with one root between each of the adjacent cyclotron harmonics. By solving the
dispersion relation, Ð(k⊥,ω) = 0, as a function of βc = k⊥ρc, the frequency of
each mode, ωn, can be determined as a function of k⊥ρc. This procedure must
be done numerically. A typical plot of ωn as a function of βc = k⊥ρc is shown
in Figure 10.8. For the parameters used, ωp = 2.5ωc, the ratio of the plasma
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only the n = 0 term associated with ∂Fs0/∂υ∥ and the n = ± 1 term associated
with ∂Fs0/∂υ⊥, and expanding the υ∥ integral in the small parameters k∥υ∥/ω and
k∥υ∥/(ω ± ωc), the integral can be written as a series of integrals involving moments
in υ∥, very similar to the high phase velocity expansion in Eq. (9.1.18). Keeping
only the zero-order moments (i.e., the zero temperature limit), it is easy to show
that the Harris dispersion relation simplifies to

Ð0(k,ω) =

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2

⎤
⎥⎥⎥⎥⎥⎦ cos2 θ+

⎡
⎢⎢⎢⎢⎢⎣1−

∑

s

ω2
ps

ω2 −ω2
cs

⎤
⎥⎥⎥⎥⎥⎦ sin2 θ = 0, (10.2.22)

where cosθ = k∥/k and sinθ = k⊥/k. The terms in the brackets can be immediately
recognized as the functions P and S in cold plasma theory; see Eqs. (4.4.8) and
(4.4.9). The dispersion relation can then be written

Ð0(k,ω) = Pcos2 θ+S sin2 θ = 0. (10.2.23)

For propagation parallel to the magnetic field, θ = 0, the above equation reduces
to P = 0, which gives the electron plasma oscillations encountered in cold plasma
theory. For propagation perpendicular to the magnetic field, θ= π/2, the dispersion
relation reduces to S = 0, which gives the hybrid resonances. At intermediate
angles the dispersion relation corresponds to resonance cones at tan2 θ = −P/S,
i.e., Eq. (4.4.53). Thus, the low-temperature, long-wavelength limit of the Harris
dispersion relation reduces to the electrostatic waves encountered in cold plasma
theory.

10.2.3 The Bernstein Modes

To explore further the solutions of the Harris dispersion relation, we next consider
the special case of an isotropic Maxwellian velocity distribution with the wave
vector perpendicular to the magnetic field (i.e., k∥ = 0). To simplify the analysis,
the ions are assumed to be immobile, so that only the electron motions need
be considered. Keeping only the electron terms, the Harris dispersion relation
equation (10.2.20), with k∥ = 0,ωc = |ωce| = −ωce, and ωpe =ωp, can be written

Ð(k⊥,ω) = 1−
ω2

p

k2
⊥

∞∑

n=−∞

nωc

−ω+ nωc

×
∫ ∞

−∞

∫ ∞

0
J2

n

(
k⊥υ⊥
ωc

)
∂F0

∂υ⊥
2πdυ⊥dυ∥ = 0, (10.2.24)
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where we have changed n to −n and used the fact that J 2
−n(−βs) = J 2

n (βs). A further
simplification is made by combining the positive (+n) and negative (−n) terms

nωc

−ω+ nωc
+

(−n)ωc

−ω+ (−n)ωc
=
−2n2ω2

c

ω2 − n2ω2
c
, (10.2.25)

which gives

Ð(k⊥,ω) = 1+
2ω2

p

k2
⊥

∞∑

n=1

n2ω2
c

ω2 − n2ω2
c

×
∫ ∞

−∞

∫ ∞

0
J2

n

(
k⊥υ⊥
ωc

)
∂F0

∂υ⊥
2πdυ⊥dυ∥ = 0, (10.2.26)

where the summation now extends only over the positive integers. In contrast to
the situation for a Maxwellian velocity distribution function in an unmagnetized
plasma, the integral in the dispersion relation can be performed in closed form.
This is made possible by the following identity (from Watson, 1995)

∫ ∞

0
J2

n(au)e−u2
u du =

1
2

exp
(
−a2

2

)
In

(
a2

2

)
, (10.2.27)

where In(x) is the modified Bessel function of order n. These functions can be
computed using the power series expansion

In(x) =
∞∑

m=0

1
m !(m+ |n |)!

( x
2

)2m+|n |
. (10.2.28)

The modified Bessel functions increase monotonically with increasing x as shown
in Figure 10.5. After completing the required integration in Eq. (10.2.26), the
dispersion relation can be written in the following form:

Ð(k⊥,ω) = 1−
∞∑

n=1

2ω2
p

β2
cω

2
c

Γn(βc)
(ω/nωc)2 − 1

= 0, (10.2.29)
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3 x
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Figure 10.5 Plots of the zero-order, first-order, and second-order modified Bessel
functions, I0(x), I1(x), and I2(x).
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Figure 10.7 A plot of Ð(k⊥, ω) as a function of frequency. The dashed line is the
cold plasma limit, S.
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Figure 10.8 A plot of the solutions of Ð(k⊥,ω) = 0 as a function of the
perpendicular wave number, k⊥. These solutions are called the Bernstein modes.

frequency to the cyclotron frequency is such that the upper hybrid resonance
frequency, ωUH, is located between the second and third harmonics of the electron
cyclotron frequency. Note that the branch of the dispersion relation between these
two harmonics goes to ωUH as k⊥ρc→ 0. This is to be expected from our previous
discussion of the low-temperature, long-wavelength limit. Also, note that the
qualitative form of the dispersion curves changes at ωUH. For frequencies below
ωUH, the allowed frequency range extends across the entire band between adjacent
harmonics, whereas above ωUH the allowed frequency range is restricted to a
narrow frequency range just above the harmonic.

The existence of electrostatic waves near the harmonics of the cyclotron
frequency is a totally new, hot plasma effect not predicted by either cold plasma
theory or fluid theory. Although one might expect some type of cyclotron damping
because the plasma is hot, for propagation perpendicular to the magnetic field
(k∥ = 0) there is no damping. This occurs because for k∥ = 0 the resonance
velocity, υ∥ = (ω − nωcs)/k∥, is infinite, so no particles can resonate with the
wave. The absence of damping means that there is no short-wavelength limit to the
electrostatic waves, contrary to the results found in Chapter 9 for an unmagnetized
plasma. However, this situation is a special case applicable only for propagation
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Figure 10.25 A loss-cone electron velocity distribution showing the cyclotron
resonance velocity, υ∥Res, for a whistler-mode wave propagating in the k∥
direction.

For this type of distribution function, it is easy to show that the anisotropy factor
is given by A = m/2. Note that a distribution function with a small m is nearly
isotropic, whereas a distribution function with a large m is highly anisotropic.

Since electrons trapped in a planetary magnetic field always have a loss cone,
whistler-mode instabilities of the type described above are a common feature
of planetary magnetospheres, and play an important role in the pitch-angle
scattering and loss of radiation belt electrons (Kennel and Petschek, 1966).
Simple angular momentum considerations show that the generation of right-hand
polarized electromagnetic angular momentum by growing whistler-mode waves
must be associated with a reduction in the right-hand angular momentum of the
electrons. The reduction in the angular momentum decreases the pitch angle and
drives the resonant particles toward the loss cone, where they are lost from the
system.

Two types of whistler-mode emissions occur in planetary radiation belts, hiss
and chorus. Hiss has an almost featureless spectrum, and is believed to be
generated by a marginally stable electron velocity distribution that arises from
a balance between wave growth, which is driven by the loss-cone anisotropy,
and pitch-angle scattering, which acts to scatter particles toward the loss cone,
hence reducing the anisotropy. In contrast to hiss, chorus is highly structured and
typically consists of many discrete tones, often rising in frequency, as shown
in Figure 10.26. When played through a speaker, chorus is often described as
sounding like the whistling songs that birds make when they wake up in the
morning, called the “dawn chorus” in England. The complex frequency–time
structure of chorus is believed to be caused by the trapping of resonant electrons in
the rotating wave field. This trapping is similar in some respects to the electrostatic
particle trapping discussed in Section 9.2.5, except the particles are trapped in
the rotating electromagnetic wave field rather than the longitudinal electrostatic
field. For a numerical simulation of the nonlinear trapping process believed to be
responsible for the frequency–time structure of chorus, see Nunn et al. (1997), and
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