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Linearized Vlasov Equation
320 Electrostatic Waves in a Hot Unmagnetized Plasma

later. The equations that must be solved then consist of Vlasov’s equation (with
q = −e,E = −∇Φ, and B = 0)

∂ f
∂t
+v ·∇ f +

e
m
∇Φ ·∇v f = 0 (9.1.1)

and Poisson’s equation

∇2Φ = −ρq

ϵ0
= − e

ϵ0

[
n0 −

∫ ∞

−∞
f d3υ

]
. (9.1.2)

Following the usual linearization procedure, we assume that the electron velocity
distribution function, f (v), consists of a constant uniform zero-order distribution,
f0(v), plus a small first-order perturbation, f1(v):

f (v) = f0(v)+ f1(v). (9.1.3)

Similarly, we write Φ = Φ1. Linearizing Eqs. (9.1.1) and (9.1.2) and noting that∫
f0d3υ = n0, we obtain for the first-order equations

∂ f1
∂t
+v ·∇ f1 +

e
m
∇Φ1 ·∇v f0 = 0 (9.1.4)

and

∇2Φ1 =
e
ϵ0

∫ ∞

−∞
f1(v) d3υ. (9.1.5)

Next, we attempt to solve these equations using the usual Fourier transform
approach. Since no preferred direction exists, the z axis can be aligned parallel
to k. After dropping the subscript 1 on the first-order terms and making the
usual operator substitutions (∂/∂t → −iω and ∇ → ik), it is easy to see that the
Fourier-transformed equations are

−iω f̃ + ikυz f̃ + i
e
m

kΦ̃
∂ f0
∂υz
= 0 (9.1.6)

and

k2Φ̃ = − e
ϵ0

∫ ∞

−∞
f̃ (v) d3υ. (9.1.7)

Solving for f̃ from Eq. (9.1.6),

f̃ =
−1

(kυz −ω)
e
m

kΦ̃
∂ f0
∂υz
, (9.1.8)
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and substituting into Eq. (9.1.7) gives

k2Φ̃ =
e2

ϵ0m
kΦ̃

∫ ∞

−∞

(∂ f0/∂υz)
(kυz −ω)

d3υ. (9.1.9)

Rearranging the terms and factoring out Φ̃ then gives the homogeneous equation
[
1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ

]
Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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and substituting into Eq. (9.1.7) gives

k2Φ̃ =
e2

ϵ0m
kΦ̃

∫ ∞

−∞

(∂ f0/∂υz)
(kυz −ω)

d3υ. (9.1.9)

Rearranging the terms and factoring out Φ̃ then gives the homogeneous equation
[
1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ

]
Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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Im{p} Im{p} Im{p}

σ Re{p} Re{p} Re{p}

Integral cancels along
this part of path

Residues

Figure 9.6 The final stage in evaluating the inverse Laplace transform involves
distorting the integration contour around the poles and arranging for the integral
to cancel around the rest of the contour. The resulting integrals around the poles
are called the residues.

Re{υz}C

υz = 
ip
k

Im{υz} 

Figure 9.7 For Re{p} positive the integration contour in Ð(k, p) is along the
Re{υz} axis.

The resolution of the difficulty at υz = ω/k was provided by Landau, who
carried out a careful analytic continuation of the functions N(k, p) and Ð(k, p). The
procedure is essentially the same for the numerator and denominator, so we only
discuss the denominator. The requirement for an analytic continuation is that the
function must vary smoothly across the boundary between the two regions. From
the Laplace transform analysis given above, Eq. (9.2.21) is a valid representation
of Ð(k, p) in the right half-plane, Re{p}> 0. Since the sign of k determines the sign
of ip/k, we must consider two cases: k positive and k negative. First, we consider
the case where k is positive. Even though the integral in Eq. (9.2.21) is along the
real velocity axis, it is useful to visualize the integration path in the complex υz

plane, as shown in Figure 9.7. For Re{p} > 0 and k > 0, the pole at υz = ip/k lies
above the real υz axis. As the real part of p changes from positive to negative,
the pole moves downward across the real υz axis. To avoid a discontinuity when
the pole crosses the real υz axis, Landau simply distorted the integration contour
so that it always stays below the pole, as shown in Figure 9.8. It is then a simple
matter to define a function Ð(k, p) that is valid for any value of Re{p}:

Ð(k, p) = 1−
ω2

p

k2

∫

C

∂F0/∂υz

υz − ip/k
dυz, (9.2.23)
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C

υz = 
ip
k

Re{υz}

Im{υz}



Figure 9.8 To continue Ð(k, p) analytically into the left half of the complex
p-plane, the integration contour must be distorted such that it passes below the
pole at υz = ip/k. This diagram is for k > 0.

where the contour C passes below the pole at υz = ip/k. Note that the only
difference in the two cases is the shape of the integration contour. For Re{p} > 0,
the integration contour extends along the real υz axis from minus infinity to plus
infinity. For Re{p} < 0 the integration contour includes an additional loop around
the pole at υz = ip/k.

Another way to view the above analytical continuation is to define two functions
Ð+(k, p) and Ð−(k, p) that are valid for Re{p}> 0 and Re{p}< 0. These functions are

Ð+(k, p) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

υz − ip/k
dυz, Re{p} > 0, (9.2.24)

and

Ð−(k, p) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

υz − ip/k
dυz

− 2πi
k
|k|
ω2

p

k2

∂F0

∂υz

∣∣∣∣∣∣
υz=ip/k

, Re{p} < 0. (9.2.25)

The 2πi term in the above equation comes from evaluating the residue around the
pole at υz = ip/k. This term corrects for the discontinuity as the pole crosses the
real υz axis. Note that the integrals in both of the above two equations are along
the real υz axis from −∞ to +∞. The k/|k| term in the residue takes care of the case
where k is negative, which has the effect of reversing the sense (hence sign) of the
contour around the pole. An essentially identical procedure is used to obtain the
analytic continuation of N(k, p).

Having established the analytic continuation of N+(k, p) and Ð+(k, p), the
temporal variation of the electrostatic potential can be determined by computing
the inverse Laplace transform

Φ(k, t) =
1

2πi

∫ σ+i∞

σ−i∞
Φ̃(k, p) ept dt. (9.2.26)
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and substituting into Eq. (9.1.7) gives

k2Φ̃ =
e2

ϵ0m
kΦ̃

∫ ∞

−∞

(∂ f0/∂υz)
(kυz −ω)

d3υ. (9.1.9)

Rearranging the terms and factoring out Φ̃ then gives the homogeneous equation
[
1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ

]
Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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and substituting into Eq. (9.1.7) gives

k2Φ̃ =
e2

ϵ0m
kΦ̃

∫ ∞

−∞

(∂ f0/∂υz)
(kυz −ω)

d3υ. (9.1.9)

Rearranging the terms and factoring out Φ̃ then gives the homogeneous equation
[
1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ

]
Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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and substituting into Eq. (9.1.7) gives

k2Φ̃ =
e2

ϵ0m
kΦ̃

∫ ∞

−∞

(∂ f0/∂υz)
(kυz −ω)

d3υ. (9.1.9)

Rearranging the terms and factoring out Φ̃ then gives the homogeneous equation
[
1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ

]
Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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and substituting into Eq. (9.1.7) gives

k2Φ̃ =
e2

ϵ0m
kΦ̃

∫ ∞

−∞

(∂ f0/∂υz)
(kυz −ω)

d3υ. (9.1.9)

Rearranging the terms and factoring out Φ̃ then gives the homogeneous equation
[
1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ

]
Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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and substituting into Eq. (9.1.7) gives

k2Φ̃ =
e2

ϵ0m
kΦ̃

∫ ∞

−∞

(∂ f0/∂υz)
(kυz −ω)

d3υ. (9.1.9)

Rearranging the terms and factoring out Φ̃ then gives the homogeneous equation
[
1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ

]
Φ̃ = 0. (9.1.10)

For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation

Ð(k,ω) = 1− e2

ϵ0mk2

∫ ∞

−∞

∂ f0/∂υz

(υz −ω/k)
d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞

−∞
f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives

∫ ∞

−∞

∂F0/∂υz

(υz −ω/k)
dυz =

[
F0

(υz −ω/k)

]∞

−∞
+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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and substituting into Eq. (9.1.7) gives
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d3υ. (9.1.9)
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ϵ0mk2
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d3υ
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For the potential Φ̃ to have a non-trivial solution, the term in the brackets must be
zero, which gives the dispersion relation
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ϵ0mk2
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d3υ = 0. (9.1.11)

At this point, it is useful to define a new normalized one-dimensional distribution
function:

F0(υz) =
1
n0

∫ ∞
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f0(v)dυx dυy. (9.1.12)

The function F0(υz) is sometimes called the reduced distribution function. Note
that by dividing by n0 the reduced distribution function is normalized such that∫

F0(υz)dυz = 1. Recognizing thatω2
p = n0e2/(ϵ0m), the dispersion relation equation

(9.1.11) can be written

Ð(k,ω) = 1−
ω2

p

k2
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−∞
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(υz −ω/k)
dυz = 0. (9.1.13)

In some applications it is useful to put the dispersion relation into a slightly
different form by integrating by parts once, which gives
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+

∫ ∞

−∞

F0

(υz −ω/k)2 dυz. (9.1.14)

Since F0 goes to zero at υz =±∞, the first term in the integration by parts vanishes,
so the dispersion relation becomes

Ð(k,ω) = 1−
ω2

p

k2

∫ ∞

−∞

F0

(υz −ω/k)2 dυz = 0. (9.1.15)

Both of the above forms of the dispersion relation suffer from a serious problem.
Because the denominator goes to zero at υz = ω/k, the integrals do not converge
unless F0 and ∂F0/∂υz are zero at υz = ω/k. Physically, the dispersion relation
exists only if there are no particles moving with a velocity equal to the phase
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velocity of the wave. For the moment, we restrict our consideration to distribution
functions for which F0 and ∂F0/∂υz are zero at υz = ω/k. In the next section we
will return to the issue of how to deal with a distribution function that is not zero
at υz =ω/k.

Since the charge only enters into the dispersion equation as a squared, e2, term
in ω2

p, it is easy to see that ion motions can be incorporated by replacing ωp and
F0 by ωps and Fs0, respectively, and summing over all species. For an arbitrary
number of species, the general form of the dispersion relation is then

Ð(k,ω) = 1−
∑

s

ω2
ps

k2

∫ ∞

−∞

∂Fs0/∂υz

(υz −ω/k)
dυz = 0, (9.1.16)

or equivalently,

Ð(k,ω) = 1−
∑

s

ω2
ps

k2

∫ ∞

−∞

Fs0

(υz −ω/k)2 dυz = 0. (9.1.17)

These forms will be useful later when we consider ion effects.

9.1.1 The Bohm–Gross Dispersion Relation

To get back to familiar ground (Langmuir oscillations), we next evaluate the
dispersion relation assuming that the phase velocity is much greater than the
electron thermal velocity, i.e., (ω/k)2 ≫ ⟨υ2

z ⟩. Then the integrand in Eq. (9.1.15)
can be expanded in powers of the small quantity kυz/ω:

1
(1− kυz/ω)2 = 1+ 2

(
kυz

ω

)
+ 3

(
kυz

ω

)2

+ · · · (9.1.18)

This expansion is sometimes called the high phase velocity expansion since
ω/k≫ υz. Using this expansion, the dispersion relation can be written

Ð(k,ω) = 1−
ω2

p

ω2

∫ ∞

−∞

⎡
⎢⎢⎢⎢⎢⎣1+ 2

(
kυz

ω

)
+ 3

(
kυz

ω

)2

+ · · ·
⎤
⎥⎥⎥⎥⎥⎦Fe0 dυz. (9.1.19)

If we assume that there is no zero-order current, the first moment is zero,∫
υzFe0 dυz = 0. Retaining terms up to the second moment, ⟨υ2

z ⟩ =
∫
υ2

z Fe0 dυz,
then gives

Ð(k,ω) = 1−
ω2

p

ω2

(
1+ 3

k2

ω2 ⟨υ
2
z ⟩
)
= 0, (9.1.20)
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



















Im{p} Im{p} Im{p}

σ Re{p} Re{p} Re{p}

Integral cancels along
this part of path

Residues

Figure 9.6 The final stage in evaluating the inverse Laplace transform involves
distorting the integration contour around the poles and arranging for the integral
to cancel around the rest of the contour. The resulting integrals around the poles
are called the residues.

Re{υz}C

υz = 
ip
k

Im{υz} 

Figure 9.7 For Re{p} positive the integration contour in Ð(k, p) is along the
Re{υz} axis.

The resolution of the difficulty at υz = ω/k was provided by Landau, who
carried out a careful analytic continuation of the functions N(k, p) and Ð(k, p). The
procedure is essentially the same for the numerator and denominator, so we only
discuss the denominator. The requirement for an analytic continuation is that the
function must vary smoothly across the boundary between the two regions. From
the Laplace transform analysis given above, Eq. (9.2.21) is a valid representation
of Ð(k, p) in the right half-plane, Re{p}> 0. Since the sign of k determines the sign
of ip/k, we must consider two cases: k positive and k negative. First, we consider
the case where k is positive. Even though the integral in Eq. (9.2.21) is along the
real velocity axis, it is useful to visualize the integration path in the complex υz

plane, as shown in Figure 9.7. For Re{p} > 0 and k > 0, the pole at υz = ip/k lies
above the real υz axis. As the real part of p changes from positive to negative,
the pole moves downward across the real υz axis. To avoid a discontinuity when
the pole crosses the real υz axis, Landau simply distorted the integration contour
so that it always stays below the pole, as shown in Figure 9.8. It is then a simple
matter to define a function Ð(k, p) that is valid for any value of Re{p}:

Ð(k, p) = 1−
ω2

p

k2

∫

C

∂F0/∂υz

υz − ip/k
dυz, (9.2.23)
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C

υz = 
ip
k

Re{υz}

Im{υz}



Figure 9.8 To continue Ð(k, p) analytically into the left half of the complex
p-plane, the integration contour must be distorted such that it passes below the
pole at υz = ip/k. This diagram is for k > 0.

where the contour C passes below the pole at υz = ip/k. Note that the only
difference in the two cases is the shape of the integration contour. For Re{p} > 0,
the integration contour extends along the real υz axis from minus infinity to plus
infinity. For Re{p} < 0 the integration contour includes an additional loop around
the pole at υz = ip/k.

Another way to view the above analytical continuation is to define two functions
Ð+(k, p) and Ð−(k, p) that are valid for Re{p}> 0 and Re{p}< 0. These functions are

Ð+(k, p) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

υz − ip/k
dυz, Re{p} > 0, (9.2.24)

and

Ð−(k, p) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

υz − ip/k
dυz

− 2πi
k
|k|
ω2

p

k2

∂F0

∂υz

∣∣∣∣∣∣
υz=ip/k

, Re{p} < 0. (9.2.25)

The 2πi term in the above equation comes from evaluating the residue around the
pole at υz = ip/k. This term corrects for the discontinuity as the pole crosses the
real υz axis. Note that the integrals in both of the above two equations are along
the real υz axis from −∞ to +∞. The k/|k| term in the residue takes care of the case
where k is negative, which has the effect of reversing the sense (hence sign) of the
contour around the pole. An essentially identical procedure is used to obtain the
analytic continuation of N(k, p).

Having established the analytic continuation of N+(k, p) and Ð+(k, p), the
temporal variation of the electrostatic potential can be determined by computing
the inverse Laplace transform

Φ(k, t) =
1

2πi

∫ σ+i∞

σ−i∞
Φ̃(k, p) ept dt. (9.2.26)
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later. The equations that must be solved then consist of Vlasov’s equation (with
q = −e,E = −∇Φ, and B = 0)

∂ f
∂t
+v ·∇ f +

e
m
∇Φ ·∇v f = 0 (9.1.1)

and Poisson’s equation

∇2Φ = −ρq

ϵ0
= − e

ϵ0

[
n0 −

∫ ∞

−∞
f d3υ

]
. (9.1.2)

Following the usual linearization procedure, we assume that the electron velocity
distribution function, f (v), consists of a constant uniform zero-order distribution,
f0(v), plus a small first-order perturbation, f1(v):

f (v) = f0(v)+ f1(v). (9.1.3)

Similarly, we write Φ = Φ1. Linearizing Eqs. (9.1.1) and (9.1.2) and noting that∫
f0d3υ = n0, we obtain for the first-order equations

∂ f1
∂t
+v ·∇ f1 +

e
m
∇Φ1 ·∇v f0 = 0 (9.1.4)

and

∇2Φ1 =
e
ϵ0

∫ ∞

−∞
f1(v) d3υ. (9.1.5)

Next, we attempt to solve these equations using the usual Fourier transform
approach. Since no preferred direction exists, the z axis can be aligned parallel
to k. After dropping the subscript 1 on the first-order terms and making the
usual operator substitutions (∂/∂t → −iω and ∇ → ik), it is easy to see that the
Fourier-transformed equations are

−iω f̃ + ikυz f̃ + i
e
m

kΦ̃
∂ f0
∂υz
= 0 (9.1.6)

and

k2Φ̃ = − e
ϵ0

∫ ∞

−∞
f̃ (v) d3υ. (9.1.7)

Solving for f̃ from Eq. (9.1.6),

f̃ =
−1

(kυz −ω)
e
m

kΦ̃
∂ f0
∂υz
, (9.1.8)
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where the contour C now passes around the poles at p+ and p−. Evaluating the
appropriate residues, it can be shown that

f (t) =
f ′(0)+ (p− + 2γ0) f (0)

p− − p+
ep−t +

f ′(0)+ (p+ + 2γ0) f (0)
p+ − p−

ep+t, (9.2.13)

which after substituting for p+ and p− simplifies to

f (t) =
f ′(0)+γ0 f (0)

ω
e−γ0t sinωt+ f (0) e−γ0t cosωt, (9.2.14)

where ω =
√
ω2

0 −γ2
0. Note that the roots of the denominator of f̃ (p) completely

determine the oscillation frequency and damping.

9.2.2 The Dispersion Relation for a Plasma of Hot Electrons
and Immobile Ions

As an initial application of the Landau method, we start by considering the
small-amplitude waves that can occur in a plasma of hot electrons and immobile
ions. The relevant equations are (9.1.4) and (9.1.5). To solve these equations for
an arbitrary initial condition, we perform a Fourier transform in space (with the
k vector along the z axis) and a Laplace transform in time. After dropping the
subscript 1 on the first-order terms, the transforms of these equations are

p f̃ − f (0)+ ikυz f̃ + i
e
m

kΦ̃
∂ f0
∂υz
= 0 (9.2.15)

and

k2Φ̃ = − e
ϵ0

∫ ∞

−∞
f̃ d3υ, (9.2.16)

where f (0) is the first-order distribution function evaluated at t = 0. It should be
noted that even though it is evaluated at t = 0, f (0) is not a constant but depends
on position and velocity coordinates. Solving Eq. (9.2.15) for f̃ gives

f̃ =
−i(e/m) kΦ̃ (∂ f0/∂υz)+ f (0)

p + ikυz
. (9.2.17)

Substituting this expression into Eq. (9.2.16) and introducing the reduced
distribution functions, F0(υz)= (1/n0)

∫
f0dυx dυy and F(0)= (1/n0)

∫
f (0)dυx dυy,

we obtain the equation

k2Φ̃ = −en0

ϵ0

∫ ∞

−∞

F(0)
p + ikυz

dυz + iω2
p kΦ̃

∫ ∞

−∞

∂F0/∂υz

p + ikυz
dυz, (9.2.18)
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where the contour C now passes around the poles at p+ and p−. Evaluating the
appropriate residues, it can be shown that

f (t) =
f ′(0)+ (p− + 2γ0) f (0)

p− − p+
ep−t +

f ′(0)+ (p+ + 2γ0) f (0)
p+ − p−

ep+t, (9.2.13)

which after substituting for p+ and p− simplifies to

f (t) =
f ′(0)+γ0 f (0)

ω
e−γ0t sinωt+ f (0) e−γ0t cosωt, (9.2.14)

where ω =
√
ω2

0 −γ2
0. Note that the roots of the denominator of f̃ (p) completely

determine the oscillation frequency and damping.

9.2.2 The Dispersion Relation for a Plasma of Hot Electrons
and Immobile Ions

As an initial application of the Landau method, we start by considering the
small-amplitude waves that can occur in a plasma of hot electrons and immobile
ions. The relevant equations are (9.1.4) and (9.1.5). To solve these equations for
an arbitrary initial condition, we perform a Fourier transform in space (with the
k vector along the z axis) and a Laplace transform in time. After dropping the
subscript 1 on the first-order terms, the transforms of these equations are

p f̃ − f (0)+ ikυz f̃ + i
e
m

kΦ̃
∂ f0
∂υz
= 0 (9.2.15)

and

k2Φ̃ = − e
ϵ0

∫ ∞

−∞
f̃ d3υ, (9.2.16)

where f (0) is the first-order distribution function evaluated at t = 0. It should be
noted that even though it is evaluated at t = 0, f (0) is not a constant but depends
on position and velocity coordinates. Solving Eq. (9.2.15) for f̃ gives

f̃ =
−i(e/m) kΦ̃ (∂ f0/∂υz)+ f (0)

p + ikυz
. (9.2.17)

Substituting this expression into Eq. (9.2.16) and introducing the reduced
distribution functions, F0(υz)= (1/n0)

∫
f0dυx dυy and F(0)= (1/n0)

∫
f (0)dυx dυy,

we obtain the equation

k2Φ̃ = −en0

ϵ0

∫ ∞

−∞

F(0)
p + ikυz

dυz + iω2
p kΦ̃

∫ ∞
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∂F0/∂υz

p + ikυz
dυz, (9.2.18)
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where the contour C now passes around the poles at p+ and p−. Evaluating the
appropriate residues, it can be shown that

f (t) =
f ′(0)+ (p− + 2γ0) f (0)

p− − p+
ep−t +

f ′(0)+ (p+ + 2γ0) f (0)
p+ − p−

ep+t, (9.2.13)

which after substituting for p+ and p− simplifies to

f (t) =
f ′(0)+γ0 f (0)

ω
e−γ0t sinωt+ f (0) e−γ0t cosωt, (9.2.14)

where ω =
√
ω2

0 −γ2
0. Note that the roots of the denominator of f̃ (p) completely

determine the oscillation frequency and damping.

9.2.2 The Dispersion Relation for a Plasma of Hot Electrons
and Immobile Ions

As an initial application of the Landau method, we start by considering the
small-amplitude waves that can occur in a plasma of hot electrons and immobile
ions. The relevant equations are (9.1.4) and (9.1.5). To solve these equations for
an arbitrary initial condition, we perform a Fourier transform in space (with the
k vector along the z axis) and a Laplace transform in time. After dropping the
subscript 1 on the first-order terms, the transforms of these equations are

p f̃ − f (0)+ ikυz f̃ + i
e
m

kΦ̃
∂ f0
∂υz
= 0 (9.2.15)

and

k2Φ̃ = − e
ϵ0

∫ ∞

−∞
f̃ d3υ, (9.2.16)

where f (0) is the first-order distribution function evaluated at t = 0. It should be
noted that even though it is evaluated at t = 0, f (0) is not a constant but depends
on position and velocity coordinates. Solving Eq. (9.2.15) for f̃ gives

f̃ =
−i(e/m) kΦ̃ (∂ f0/∂υz)+ f (0)

p + ikυz
. (9.2.17)

Substituting this expression into Eq. (9.2.16) and introducing the reduced
distribution functions, F0(υz)= (1/n0)

∫
f0dυx dυy and F(0)= (1/n0)

∫
f (0)dυx dυy,

we obtain the equation

k2Φ̃ = −en0

ϵ0

∫ ∞

−∞

F(0)
p + ikυz

dυz + iω2
p kΦ̃

∫ ∞

−∞

∂F0/∂υz

p + ikυz
dυz, (9.2.18)
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where F(0) is the reduced first-order distribution function evaluated at t = 0. The
above equation can then be solved for Φ̃ and written in the form

Φ̃(k, p) =
N(k, p)
Ð(k, p)

, (9.2.19)

where the numerator is given by

N(k, p) = i
en0

ϵ0k3

∫ ∞

−∞

F(0)
υz − ip/k

dυz (9.2.20)

and the denominator is given by

Ð(k, p) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

υz − ip/k
dυz. (9.2.21)

Note that the denominator can be obtained by simply changing ω to ip in the
dispersion relation obtained from the Fourier analysis approach, i.e., Eq. (9.1.13).

To determine the temporal behavior of the electrostatic potential we must carry
out the inverse Laplace transform

Φ(k, t) =
1

2πi

∫ σ+i∞

σ−i∞
Φ̃(k, p) ept dp, (9.2.22)

where the integration is along the line Re{p} = σ. As discussed earlier, this line
must be to the right of all poles of Φ̃(k, p).

Following the procedure discussed in Section 9.2.1, we evaluate the inverse
Laplace transform by closing the contour of integration in the left half-plane,
Re{p} < 0, and distorting the integration contour so that the integral can be
evaluated by integrating around the poles of Φ̃(k, p) using the residue theorem.
These steps are illustrated in Figure 9.6. To use the residue theorem, there are
two requirements. First, the function Φ̃(k, p) must be analytic except for an
isolated number of poles. This means that we cannot consider velocity distribution
functions that have discontinuities, such as step functions and various other
pathological functions. To meet this requirement, we restrict the analysis to
distribution functions that are analytic everywhere, that is, can be represented
by a power series F0(υz) =

∑
n anυn

z . Second, the function Φ̃(k, p) must be
analytically continued from the right half of the complex p-plane into the left
half-plane. Unfortunately, this analytic continuation is not straightforward, since
the integrals in N(k, p) and Ð(k, p) have a discontinuity along the line γ=Re{p}= 0,
which separates the right-hand and left-hand halves of the complex p-plane. This
difficulty is closely related to the problem that was encountered in the Vlasov
approach, namely the singularity at υz =ω/k.
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Integral cancels along
this part of path

Residues

Figure 9.6 The final stage in evaluating the inverse Laplace transform involves
distorting the integration contour around the poles and arranging for the integral
to cancel around the rest of the contour. The resulting integrals around the poles
are called the residues.

Re{υz}C

υz = 
ip
k

Im{υz} 

Figure 9.7 For Re{p} positive the integration contour in Ð(k, p) is along the
Re{υz} axis.

The resolution of the difficulty at υz = ω/k was provided by Landau, who
carried out a careful analytic continuation of the functions N(k, p) and Ð(k, p). The
procedure is essentially the same for the numerator and denominator, so we only
discuss the denominator. The requirement for an analytic continuation is that the
function must vary smoothly across the boundary between the two regions. From
the Laplace transform analysis given above, Eq. (9.2.21) is a valid representation
of Ð(k, p) in the right half-plane, Re{p}> 0. Since the sign of k determines the sign
of ip/k, we must consider two cases: k positive and k negative. First, we consider
the case where k is positive. Even though the integral in Eq. (9.2.21) is along the
real velocity axis, it is useful to visualize the integration path in the complex υz

plane, as shown in Figure 9.7. For Re{p} > 0 and k > 0, the pole at υz = ip/k lies
above the real υz axis. As the real part of p changes from positive to negative,
the pole moves downward across the real υz axis. To avoid a discontinuity when
the pole crosses the real υz axis, Landau simply distorted the integration contour
so that it always stays below the pole, as shown in Figure 9.8. It is then a simple
matter to define a function Ð(k, p) that is valid for any value of Re{p}:

Ð(k, p) = 1−
ω2

p

k2

∫

C

∂F0/∂υz

υz − ip/k
dυz, (9.2.23)
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C

υz = 
ip
k

Re{υz}

Im{υz}



Figure 9.8 To continue Ð(k, p) analytically into the left half of the complex
p-plane, the integration contour must be distorted such that it passes below the
pole at υz = ip/k. This diagram is for k > 0.

where the contour C passes below the pole at υz = ip/k. Note that the only
difference in the two cases is the shape of the integration contour. For Re{p} > 0,
the integration contour extends along the real υz axis from minus infinity to plus
infinity. For Re{p} < 0 the integration contour includes an additional loop around
the pole at υz = ip/k.

Another way to view the above analytical continuation is to define two functions
Ð+(k, p) and Ð−(k, p) that are valid for Re{p}> 0 and Re{p}< 0. These functions are

Ð+(k, p) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

υz − ip/k
dυz, Re{p} > 0, (9.2.24)

and

Ð−(k, p) = 1−
ω2

p

k2

∫ ∞

−∞

∂F0/∂υz

υz − ip/k
dυz

− 2πi
k
|k|
ω2

p

k2

∂F0

∂υz

∣∣∣∣∣∣
υz=ip/k

, Re{p} < 0. (9.2.25)

The 2πi term in the above equation comes from evaluating the residue around the
pole at υz = ip/k. This term corrects for the discontinuity as the pole crosses the
real υz axis. Note that the integrals in both of the above two equations are along
the real υz axis from −∞ to +∞. The k/|k| term in the residue takes care of the case
where k is negative, which has the effect of reversing the sense (hence sign) of the
contour around the pole. An essentially identical procedure is used to obtain the
analytic continuation of N(k, p).

Having established the analytic continuation of N+(k, p) and Ð+(k, p), the
temporal variation of the electrostatic potential can be determined by computing
the inverse Laplace transform

Φ(k, t) =
1

2πi

∫ σ+i∞

σ−i∞
Φ̃(k, p) ept dt. (9.2.26)
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The inverse transform is easily evaluated using the residue theorem, which gives a
solution of the form

Φ(k, t) =
∑

i

epit Res[Φ̃(k, p), pi], (9.2.27)

where pi is the ith pole of Φ̃(k, p). Since F(0) was assumed to be an analytic
function of υz, the numerator of Φ̃(k, p) does not have any singularities. Hence,
the only poles of Φ̃(k, p) are those for which Ð(k, p) = 0.

Because the pi are in general complex, the time behavior of the potential (hence
the electric field) is in general oscillatory, with exponential damping (growth) if the
real part of pi is negative (positive). As t becomes large, the pole with the largest
value for Re{pi} dominates the oscillatory behavior of the electric field.

Since the roots of Ð(k, p) = 0 give the frequency and growth rate of the
electrostatic potential, the equation Ð(k, p)= 0 plays the same role as the dispersion
relation in the Fourier analysis approach. However, the roots pi = γi − iωi are now
complex.

9.2.3 The Cauchy Velocity Distribution Function

As a simple example that illustrates the above solution, consider a plasma
consisting of electrons with a velocity distribution function given by

F0(υz) =
C
π

1
C 2 +υ2

z
(9.2.28)

and an equal density of immobile ions. This distribution function, which is called
the Cauchy distribution function, has the advantage of being relatively easy to
analyze and has a shape similar to a Maxwellian. The easiest way to evaluate the
dispersion relation is by integrating Eq. (9.2.23) by parts once, which gives

Ð(k, p) = 1−
ω2

p

k2

∫

C

F0(υz)
(υz − ip/k)2 dυz = 0. (9.2.29)

After substituting F0(υz) from Eq. (9.2.28) into the above equation, the dispersion
relation can be written

Ð(k, p) = 1−
ω2

p

k2

C
π

∫

C

dυz

(υz − iC)(υz + iC)(υz − ip/k)2 = 0. (9.2.30)

The integrand in the above equation has three poles, at υz = iC,−iC, and ip/k.
For the purpose of computing the integral, we start by assuming that Re{p} is
positive. Two cases must be considered, k > 0 and k < 0. For k > 0, the poles are
located as shown in Figure 9.9. The integral is easily evaluated using the residue
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Figure 9.9 The location of the poles in the integral for Ð(k, p) for the Cauchy
distribution function. This diagram assumes that Re{p} is positive and that k > 0.

theorem. In this case it is convenient to close the contour in the lower half of the
complex υz plane for k > 0, and in the upper half of the complex υz plane for k < 0.
This procedure minimizes the number of residues that must be considered. After
evaluating the residues, the dispersion relation can be written as a single equation
that is valid for both k > 0 and k < 0 (see Problem 9.6):

Ð(k, p) = 1+
ω2

p

(p+C|k|)2 = 0. (9.2.31)

At this point the dispersion relation is only valid in the right half of the complex
p-plane, since we have assumed that Re{p}> 0. However, the analytic continuation
to the lower half-plane is trivial, since the function is a polynomial in p and is
therefore continuous throughout the complex p-plane. Note that since a direct
analytical continuation can be made, it is not necessary to consider the alternative
definitions for Ð(k, p) given by Eq. (9.2.23), or Eqs. (9.2.24) and (9.2.25).

The roots to the above dispersion relation are easily shown to be

p+C|k| = ± iωp. (9.2.32)

Since p = γ − iω, the growth rate and frequency are γ = −C|k| and ω = ± ωp. The
temporal dependence of the electrostatic potential is then given by

Φ̃(k, t) = Φ̃0 e± iωpt e−C|k|t, (9.2.33)

where Φ̃0 represents the contribution obtained from the initial value term. Note that
the growth rate, γ = −C|k|, is negative. This means that the fields are exponentially
damped. This damping is called Landau damping, after Landau (1946), who first
identified this collisionless damping process.

9.2.4 The Weak Growth Rate Approximation

To gain further insight into the nature of Landau damping, we next develop
an approximate solution of the dispersion relation that is valid whenever the
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Figure 9.13 Phase-space trajectories in a frame of reference (z,υz) moving at the
phase velocity for a sinusoidal electrostatic potential Φ(z) =Φ0 coskz.

velocities are then given by

υz = ±
√

2
m

(W −qΦ), (9.2.51)

where the (+) sign is for particles moving in the +z direction, and the (−) sign is
for particles moving in the −z direction. For an electrostatic potential of the form
Φ(z) =Φ0 coskz, the trajectories in (z,υz) phase space are as shown in Figure 9.13.
The slightly darker lines in the phase-space plot that separate trapped particles
from untrapped particles are called separatrices. The total energy of particles on
the separatrices is given by W0 =qΦ0, whereΦ0 is the amplitude of the electrostatic
potential. Particles with total energies W < W0 are trapped and particles with
total energies W > W0 are untrapped. The velocity distribution of particles on
these trajectories is determined by the zero-order distribution function, F0(υz).
Once the initial particle distribution function is determined, trapped particles,
such as A and B, follow the ellipse-shaped trajectories inside the separatrices, and
untrapped particles, such as A ′ and B′, stream freely along the trajectories outside
the separatrices. The oscillation frequency of the trapped particles depends on how
deep the particles are in the potential well. Particles trapped near the bottom of the
potential well, where the potential is parabolic, oscillate at a frequency called the
bounce frequency, which is given by

ωb = k

√
qΦ0

m
. (9.2.52)

Due to the increasing width of the potential well at higher energies, the oscillation
frequency decreases with increasing total energy, ultimately going to zero for
particles at the top of the well. Since the oscillation frequency decreases with
increasing energy, as the particles move along the ellipse-shaped trajectories, they

(8C"D�$9�)D8��4*4�!45!8�4(��((%D-��+++�64"5C�7:8�$C:�6$C8�(8C"D���((%D-��7$��$C:�������
�,
���	,�����,����
/$+#!$4787�9C$"��((%D-��+++�64"5C�7:8�$C:�6$C8��2846�8CD�.$!!8:8�1�5C4C,� �.$!)"5�4�3#�*8CD�(,��$#����04#������4(��
-
	-
	��D)5 86(�($�(�8�.4"5C�7:8�.$C8

16



344 Electrostatic Waves in a Hot Unmagnetized Plasma

t1t0 t2

Figure 9.14 The relative phase-space locations of trapped particles at three
successive phases of the bounce cycle.

gradually get out of phase, as illustrated in Figure 9.14. Although the trapped
particle motions may be highly correlated initially, they eventually become well
mixed throughout the trapping region.

The main difference between the phase mixing of the trapped and untrapped
particles is that the average velocity of the trapped particles must move at the phase
velocity of the wave, whereas the non-trapped particles are able to stream freely
relative to the phase of the wave. Although both contribute to the overall phase
mixing, as we discuss below, the nonlinearly trapped particles produce effects
on the long-term evolution of the wave amplitude that deviate considerably from
the exponential damping that is characteristic of the early linear phase of Landau
damping.

For sufficiently small wave amplitudes, Eq. (9.2.52) shows that the bounce
period of the trapped particles is very long, much longer than the oscillation period
of the electrostatic wave. Therefore, during the initial phase, particle trapping
effects are not important, since the particles have not had time to complete even a
small fraction of a bounce cycle on the time-scale of the exponential decay. It is
during this initial phase that Landau’s linear analysis applies. The duration of the
linear phase is bounded by

0 < t≪ω−1
b =

1
k

√
m

qΦ0
. (9.2.53)

The easiest way to develop a quantitative understanding of the mechanism
responsible for damping of the wave in both the linear and nonlinear phases
is to investigate the kinetic energy of the particles interacting with the wave.
Since the total energy of the system is conserved, if the kinetic energy of the
particles increases, then the electrostatic energy of the wave must decrease.
Whether the kinetic energy of the particles increases or decreases in response to
the presence of the wave depends on the initial distribution of particle velocities, as
characterized by the zero-order particle distribution function, F0(υz). If the slope
of the zero-order distribution function, ∂F0(υz)/∂υz, is negative (at υz ≈ω/k),
the number of particles initially moving slower than the phase velocity (for
example, particles A and A ′ in Figure 9.13) is greater than the number of particles
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Figure 9.14 The relative phase-space locations of trapped particles at three
successive phases of the bounce cycle.
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The easiest way to develop a quantitative understanding of the mechanism
responsible for damping of the wave in both the linear and nonlinear phases
is to investigate the kinetic energy of the particles interacting with the wave.
Since the total energy of the system is conserved, if the kinetic energy of the
particles increases, then the electrostatic energy of the wave must decrease.
Whether the kinetic energy of the particles increases or decreases in response to
the presence of the wave depends on the initial distribution of particle velocities, as
characterized by the zero-order particle distribution function, F0(υz). If the slope
of the zero-order distribution function, ∂F0(υz)/∂υz, is negative (at υz ≈ω/k),
the number of particles initially moving slower than the phase velocity (for
example, particles A and A ′ in Figure 9.13) is greater than the number of particles
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Figure 9.15 The nonlinear effects of particle trapping tend to increase the wave
amplitude relative to the predictions of linear Landau damping.

their relative phases. However, as in the linear phase, if there is even a small rate
of irreversible interactions, such as due to collisions, the phase-mixed distribution
is eventually converted to a completely random distribution.

9.3 The Plasma Dispersion Function

Next we discuss the dispersion relation for a Maxwellian distribution function,
which in normalized one-dimensional form is given by

F0(υz) =
( m
2πκT

)1/2
exp

[
−mυ2

z

2κT

]
. (9.3.1)

Unfortunately, for a Maxwellian distribution function, the integral in the dispersion
relation equation (9.2.23) cannot be evaluated using the residue theorem. The
reason is that when the integration contour is closed at infinity the integral diverges.
Nevertheless, approximations can be carried out in certain limits, and it is useful to
develop the tools necessary to carry out these approximations, since we will have
use for these tools later. If we make a change of variables to

z =

√
m

2κT
υz and ζ =

√
m

2κT

(
ip
k

)
, (9.3.2)

it is easy to show that the dispersion relation equation (9.2.23) can be rewritten in
the form

Ð(k, p) = 1+
1

(kλD)2

1√
π

∫

C

z e−z2

z− ζ dz = 0, (9.3.3)

where we have made use of the fact that
√
κT/m=ωpλD. The integral in the above

expression can be rewritten in a standard form by the algebraic reorganization

1√
π

∫

C

z e−z2

z− ζ dz =
1√
π

∫

C

(
1+

ζ

z− ζ

)
e−z2

dz

= 1+ ζZ(ζ), (9.3.4)
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of helium involves the balance between the pro-
duction of helium molecular ions during the after-
glow and their disappearance through recombina-
tion. It should be noted in passing that under the
conditions of these experiments, charged particle
diffusion is expected to be negligible with respect
to volume recombination.
It is generally accepted that the predominant

electron volume loss mechanism in a decaying
helium plasma of low charge density is recom-
bination with helium molecular ions, the He, +
being formed during the afterglow. At reduced
ion and electron temperatures, the associated
recombination coefficient, n, is expected to in-
crease' whereas the molecular-ion production rate
may be decreased. Thus by cryogenically cooling
the plasma, the possibility exists of obtaining, in
helium, a situation in which the electron loss
rate is predominantly controlled by the produc-
tion of its voracious recombination partner.
Temporary heating of the electron gas, with its
subsequent decrease in e, would then allow a
new higher steady-state concentration of He, +
to be approached at a rate dependent upon the
neutral-atom and electron number densities.
Removal of the source of heat with the attendant
relaxation of T would, in such a situation, re-

suit in a relatively large temporary increase in
the afterglow luminosity.
Such temporal variations in the relative ion

concentrations could also affect the microwave
absorption properties of the plasma through elec-
tron collisional excitation of low-lying rotational
states of the He, + molecule. Stabler' has in-
dicated that the cross section for such excita-
tion is large. Such considerations account qual-
itatively for the observed waveforms and their
behavior as a function of "heating" pulse length.
Attempts at experimental verification of the
various hypotheses are in progress.
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COLLISIONLESS DAMPING OF ELECTROSTATIC PLASMA WAVES*

J. H. Malmberg and C. B.Wharton
John Jay Hopkins Laboratory for Pure and Applied Science,

General Atomic Division of General Dynamics Corporation, San Diego, California
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It has been predicted by Landau~ that electro-
static electron waves in a plasma of finite tem-
perature will be damped, even in the absence of
collisions. Landau's theory has been challenged
on various grounds' and a number of experiments
designed to detect the effect for electrostatic
electron waves or ion acoustic waves have been
reported. ' The existence of the damping is of
interest not only for its own sake, but because
the method of calculation has been widely used
for related problems. We report here prelimi-
nary results of an experiment designed to mea-
sure the Landau damping of electrostatic electron
waves. We observe heavy damping which exhibits
the expected dependence on phase velocity.
The machine which produces the plasma has

been described in detail elsewhere. ' The plasma
is produced in a duoplasmatron-type hydrogen arc

source and drifts from it into a long uniform
magnetic field of a few hundred gauss. The entire
machine is steady state. The resulting plasma
has, in a typical case, a radius of 7 mm, a
length of 230 cm, a density of 5x 108 electrons/
cm', and a temperature of 12+ 3 eV as measured
by Langmuir probes. . The background pressure
is 1.7x10 ~ Torr (mostly H,}. Hence, the Debye
length is about 1 mm, the electron mean free
path for electron-ion collisions is of the order
of 1000 meters and for electron-neutral collisions
is about 40 meters. The plasma is surrounded
by a stainless steel tube 3.8 cm in radius which
acts as a waveguide beyond cutoff to reduce elec-
tromagnetic coupling between probes. The plasma
density depends somewhat on distance from the
source.
Two probes, each consisting of a 0.2-mm di-
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ameter radial tungsten wire, are placed in the
plasma. One probe is connected by coaxial cable
to a chopped signal generator. The other probe
is connected to a receiver which includes a sharp
high-frequency filter, a string of broad-band
amplifiers, an rf detector, a video amplifier,
and a coherent detector operated at the trans-
mitter chopping frequency. Provision is made
to add a reference signal from the transmitter
to the receiver rf signal, i.e., we may use the
system as an interferometer. The transmitter
is set at a series of fixed frequencies, and at
each, the receiving probe is moved longitudinally.
The position of the receiving probe, which is
transduced, is applied to the x axis of an x-y
recorder, and the interferometer output or the
logarithm of the received power is applied to the
$ axis.
Typical raw data are shown in Fig. 1. The slope

of the power curve is the e-folding length for pow-
er damping of the wave. In the case shown this
is accurately exponential for two orders of mag-
nitude, and in fact more, since the range is lim-
ited by the range of the logging circuit. The wave
power in the plasma is of the order of 1 p,W/cm'.
A 30-dB reduction in transmitter power does not
change the damping length. The signal decreases
smoothly as the probe is retracted radially with
a half-maximum diameter about equal to that of
the density profile. The distance between peaks
on the interferometer curve is the wavelength,
which can be determined to 3$ over most of the
range of the experiment. From the measured
wavelengths and the transmitter frequencies we
plot the dispersion relation of the waves, Fig. 2.
These data have not been analyzed in detail, but
the absolute magnitude and shape of the curve
are approximately as expected for longitudinal

FIG. 2. Plasma-wave dispersion data. Ordinate is
angular frequency. Abscissa is parallel wave number.
Size of circles indicates errors.

electron oscillations in a strong magnetic field
when the radial density distribution and finite
temperature are included in the theory. '
In Fig. 3, the ordinate is the logarithm of

damping length. The confidence limits shown
indicate the uncertainty in fitting the slope of the
attenuation curves. The abscissa is the square
of the phase velocity, determined by multiplying
the measured wavelength by transmitter frequency.
This is our major experimental result. The solid
curve is the theory of Landau for a Maxwellian
distribution corrected approximately for the finite
size of the plasma. ' The theory predicts

v2 3 (1+3x ')"—,+
( )

x 'exp(-,'x'),

where x = phase velocity/mean thermal velocity,
a =radius of the plasma, A =damping length for
power, K =parallel wave number. 7he mean
thermal velocity is not known with sufficient ac-
curacy from probe measurements for use in this
formula, so the theory has been normalized to the
data at one point. This normalization gives a
plasma electron temperature of 10.5 eV in good
agreement with probe data. Data from transmis-
sion in opposite directions differ only slightly.
The particles responsible for the damping have
three to four and one half times the mean thermal
velocity. Also kA+& 1 over the range of data.
This is the region in which the approximations of
the theory are most accurate. The theory assumes
a Mmovellian distribution function, but there is
no reason to believe that the distribution function
is exactly Maxwellian this far out on the tail. A
high-precision comparison to the theory would
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is produced in a duoplasmatron-type hydrogen arc

source and drifts from it into a long uniform
magnetic field of a few hundred gauss. The entire
machine is steady state. The resulting plasma
has, in a typical case, a radius of 7 mm, a
length of 230 cm, a density of 5x 108 electrons/
cm', and a temperature of 12+ 3 eV as measured
by Langmuir probes. . The background pressure
is 1.7x10 ~ Torr (mostly H,}. Hence, the Debye
length is about 1 mm, the electron mean free
path for electron-ion collisions is of the order
of 1000 meters and for electron-neutral collisions
is about 40 meters. The plasma is surrounded
by a stainless steel tube 3.8 cm in radius which
acts as a waveguide beyond cutoff to reduce elec-
tromagnetic coupling between probes. The plasma
density depends somewhat on distance from the
source.
Two probes, each consisting of a 0.2-mm di-
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