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Experiments on the Behavior of an Ionized Gas in a Magnetic Field* 
WINSTON H. BOSTICK AND MORTON A. LEVINE 
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(Received March 15, 1954; revised manuscript received June 24, 1954) 

Measurements with probes in a plasma of helium ions and electrons in the afterglow of an induction-
excited discharge in a toroidal tube with a toroidal magnetic field reveal an oscillatory probe current which is 
presumably indicative of fluctuations in the ion density. The space distribution of these fluctuations and the 
dependency of their amplitude and frequency on the pressure and magnetic field are consistent with the 
assumption that plasma waves, similar to the magnetohydrodynamic type described by Alfven, exist in this 
toroid. Measurements of electron density by a microwave method in another toroidal tube, which is in the 
form of a microwave resonant cavity, show that in this tube the degree of diffusion control in helium at low 
pressures is apparently orders of magnitude less than one would calculate from the classical theory of 
ambipolar diffusion of ions and electrons in a magnetic field. The measurements show a marked minimum in 
the diffusion coefficient as a function of magnetic field at about 600 gauss. An attempt is made to explain this 
minimum and the lack of diffusion control in terms of plasma waves. Experimental evidence that plasma 
waves exist in this toroid in a magnetic field has been seen in oscillations which appear on the rf envelope of 
the exciting pulse from the magnetron. 

T HE rate _of diffusion of ions and electro~s across a 
magnetic field has attracted some mterest. 1- 5 

Probe measurements reported by Bohm1 have indicated 
that the degree of control of diffusion of ions and 
electrons by a magnetic field is not nearly so great as 
predicted by the orthodox collision theory. He attri-
buted this lack of control of ion diffusion by the 
magnetic field to a turbulence which is, in some manner, 
associated with plasma oscillations. 

In the pursuance of a research project specified in a 
contract with the Geophysics Research Division of the 
Air Force Cambridge Research Center, measurements 
have been performed at Tufts College on the properties 
of an ionized plasma in the presence of a magnetic field. 

PROBE MEASUREMENTS OF PLASMA PROPERTms 
IN A MAGNETIC FIELD IN THE AFTERGLOW 

OF A PULSED DISCHARGE 
The first experiment involved the measurement by 

probes of the properties of a plasma in a toroidal tube in 
a magnetic field during the "afterglow" period which 
follows the pulsed induction-excited discharge. The 
toroidal tube was constructed of two Corning glass 
U bends, 1½ in. i.d., with two brass straight sections 
joiningthemin the race track tube diagrammed in Fig. 1. 
This tube was wound with No. 13 wire for the excitation 
of a toroidal de magnetic field and was linked with two 
pulse transformer cores, the 10-turn primaries of which 
were excited by the circuit diagrammed in Fig. 1. Either 

* The work reported here was sponsored by the Geophysics 
Research Division of the Air Force Cambridge Research Labo-
ratories. 

1 A. Guthrie and R. K. Wakerling, The Characteristics of 
Electrical Discharges in Magnetic Fields (McGraw-Hill Book 
Company, Inc., New York, 1949), first edition, pp. 11 and 68. 

2 M. H. Johnson and E. 0. Hulburt, Phys. Rev. 79,802 (1950). 
3 M. H. Johnson in Proceedings of the Conference on Ionospheric 

Physics, Vol. II, Part B, 1950 (unpublished). 
• 0. T. Fundingsland and G. E. Austin, Phys. Rev. 79, 232 

(1950). 
6 H. Alfven, Cosmical El,ectrodynamics (Oxford University Press, 

London, 1950), first edition, p. 56. 
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electron current or positive-ion current to the probe 
could be measured during the period which followed the 
excitation pulse. The probe was connected to its resistor 
and amplifier only during an examining interval of about 
1000 µsec which could be delayed at will to include any 
portion of the afterglow period under scrutiny. This 
arrangement prevented paralysis of the sensitive ampli-
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FIG. 1. Circuit used for induction-excitation of the toroidal 
discharge tube and measurement of ion density in the afterglow by 
means of a probe: (1) induction-excited toroid, (2) pulse trans-
former cores, (3) straight brass sections, (4) glass U bends, (5) 
master trigger source, (6) trigger amplifier, (7) pulse generator, 
0.02 µf charged to 20 kv, {8) variable trigger delay, (9) pulse 
generator for relay coil, {10) Stevens-Arnold relay, (11) signal 
resistor for measuring positive-ion or electron current, (12) 
synchroscope, (13) de voltage source for probe, {14) probe, and 
(15) coils for annular magnetic field. 
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plot of the integrand of Eq. (6) with the assumption 
that (w0o/w)2 may be approximated by the constant 
value of 1.2. The abscissa in Fig. 4 is x/x 0 instead of x so 
that the integral of Eq. (6) is actually x 0 times the area 
under the curve. 

The area is approximately equal to 0.64 and is 
negative, so that Aw should theoretically come out to be 
negative, which it actually does experimentally. 

Then 
no= (8.75Xl0 6)Aw electrons/m 3 

= 8. 7 5Aw electrons/ cm3. (7) 

The minimum measurable Aw/27f' is 2X 106 cps. 
Hence, the minimum measurable no is 1.1 X 107 elec-
trons/ cm3. On the Sperry wave meter employed one 
small division equals 0.04 Mc/sec. Therefore 

no= (2.2X 106)d electrons/cm 3, (8) 
where d is the number of small divisions difference on 
the wave meter corresponding to Aw. 

The experiments performed involve the measurement 
of the frequency shift as indicated by d on the wave 
meter. The values of logd are then plotted against time, 
and the slope of the resulting straight line is proportional 
to the ambipolar diffusion coefficient DaH at the par-
ticular values of pressure and magnetic field employed. 
The time taken for the value of d to decrease by the 
factor 1/ e is the ambipolar diffusion time constant TaH· 

Typical sets of experimental data yielding a plot of 
logd vs t are shown in Figs. 5 and 6. Each set of data 
yields a value of TaH, 

The quantity TaH measured in the magnetic field can 
be related to the effective ambipolar diffusion coefficient 
DaH for the cavity whose characteristic diffusion length 
is A, by 

Tall=A 2/Dall, (9) 

where 1/A2=7r2/z 02+7r2/xo2, or A2=0.675 cm2• 

As already explained, the first set of experimental 
conditions involved the values of magnetic field of 
H=1370 gauss (1=84 amperes) and H=1275 gauss 
(I= 78 amperes) at the mean radius of the toroid. 
Breakdown was produced at gyroresonance with the 
sixth mode of the cavity and the fundamental mode was 
used for the probing signal. A summary plot of the values 
of TaH, thus obtained at various pressures, is given in 
Fig. 7. 

The second set of experimental conditions, as already 
explained, involved breakdown of the gas by the funda-
mental mode of the cavity and probing with the fifth 
and sixth modes. A variety of magnetic fields could be 
employed under these conditions. A summary plot of the 
experimental values of r aH, thus obtained, vs I ('"'-'H) for 
various pressures is shown in Fig. 8. The oscilloscope 
display of the rf envelope of the 2000-µsec excitation 
pulse from the magnetron reflected from the cavity 
showed strikingly the presence of oscillations whose 
frequency increased and whose amplitude decreased as 
the magnetic field increased. The authors believe that 

90 

.8 0 

.70 

,60 

.5 0 

,4 0 

1C?sec 

D 

D oa0 i § 
D 08 

0 0 
D 0 

DJH:e780 

0 11,i=84a Do 
Oo 

50 100 150 2 00 

FIG. 7. Experimental values of the electron-density decay 
time Tall as a function of pressure in microns for two different 
magnetic fields. 

these oscillations may have been produced by plasma 
waves of the magneto-hydrodynamic type already postu-
lated in the interpretation of the probe measurements. 

ATTEMPT AT AN INTERPRETATION OF THE 
EXPERIMENTAL DATA 

Figure 9 shows cross sections of both the microwave 
toroid and a circular cross section tube such as the 
induction-excited toroid. Let it be assumed that the ion 
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FIG. 8. Results of measurements of diffusion of He ions in helium 

gas in a toroid with an annular magnetic field. Ordinates are the 
decay times Tall which are proportional to 1/ Dall, where Dall is the 
ambipolar diffusion coefficient in a magnetic field. Abscissa is 
the magnetic field currents. 

14 W. H. BOSTICK AND M. A. LEVINE 

fier by the excitation pulse and minimized the "robbing" 
of the plasma by the probe. The de toroidal magnetic 
field current was supplied by means of storage batteries 
for intervals of a few seconds during which measure-
ments were made. Magnetic fields were obtainable up to 
about 800 gauss. 

The striking feature 6 of these probe measurements in 
both helium and nitrogen in a magnetic field is the fact 
that both electron current and positive-ion current are 
oscillatory in character. The measurements show (a) 
that these oscillations are absent in the absence of a 
magnetic field, (b) that their amplitude increases toward 
the periphery of the tube, (c) that their amplitude in-
creases as the magnetic field and the pressure are re-
duced, and (d) that their frequency increases as the 
magnetic field and the pressure are increased. The 
authors have attempted to interpret 6 these oscillations 
in terms of plasma waves of a magneto-hydrodynamic 
type, i.e., a transverse wave with direction of propaga-
tion in the direction of the magnetic field. 

(a) 

(c) 

Since this tube could not be baked, and hence the gas 
in this tube could not be purified to a high degree, no 
accurate measurements could be made upon the rate of 
diffusion loss of ions and electrons in the afterglow in a 
magnetic field. Attachment losses of electrons could 
easily obscure the diffusion loss under these conditions. 

DETECTION OF OSCILLATIONS IN A DC CURRENT 
DISCHARGE IN A TOROID IN A 

MAGNETIC FIELD 
A second experiment performed on the properties of a 

plasma in a magnetic field employed a large copper 
toroid with an inside diameter of about 2 in. and a large 
diameter of 3 ft. This toroid has a much more uniform 
magnetic field than that shown in Fig. 1. A de discharge 
was excited in argon at pressures from 0.2 to 1 mm Hg 
by placing a constant potential difference of about 600 
volts with a 3000-ohm resistor in series, across two 
probes which were located diametrically opposite each 
other around the toroid. A third probe, inserted into the 

(b) 

(d) 

FiG. 2. (a) Argon at 0.5 mm Hg, H = 350 gauss; frequency of oscillations is 6500 cps. (b) Argon at 0.5 mm 
Hg, H=460 gauss, H=530 gauss. (c) Argon at 0.2 mm Hg, H=530 gauss. (d) Argon at 0.2 mm Hg, H=690 
gauss. 

Current wave forms picked up by a probe in a plasma produced in the toroid shown in Fig. 1 at the 
indicated values of pressure and magnetic field in argon gas. The gas is excited by a de potential of 600 volts 
between two probes which are diametrically opposite across the toroid. These wave forms are attributed to 
plasma waves of the magneto-hydrodynamic type. Note increase in higher-frequency components with 
increase in the magnetic field. Time is the abscissa and time marker dots are 100 µsec apart. 

6 W. H. Bostick and M. A. Levine, Phys. Rev. 87, 671 _ (1950). 
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Diffusion Processes in a Plasma Column in a Longitudinal Magnetic Field 

F. C. HoH AND B. LEHNERT 

Royal Institute of Technology, Stockholm, Sweden 
(Received March 18, 1960) 

Earlier results, by Lehnert, on the diffusion processes in the positive column in a longitudinal 
magnetic field have been confirmed in a new series of measurements over a wide range of data. Ex-
periments with helium, argon, krypton, nitrogen, and hydrogen are described. In the case of helium 
good agreement is obtained between the collision diffusion theory and the experiment up to a certain 
critical magnetic field. For stronger fields the potential drop along the column indicates a much higher 
diffusion rate across the magnetic field than that expected from the binary collision theory. Account 
is taken, in the theory, of the presence of molecular ions and of charge exchange collisions. Abnormal 
voltage characteristics indicating an increased diffusion rate above a certain magnetic field strength 
have also been investigated in argon, krypton, nitrogen, and hydrogen. The transition from the normal 
to the abnormal branch of the characte1'istics seems to depend neither on the length of the discharge 
tube nor on the length of the magnetic field, provided that these lengths exceed some fifty tube di-
ameters. On the other hand, the transition depends upon the gas density, the nature of the gas, the 
tube radius, and, also slightly, upon the discharge current. The transition is also indicated by an 
increasing noise level above the transition point. Finally, the product of the magnetic field strength 
and the tube radius seems to be constant at this point. 

1. INTRODUCTION 

ACCORDING to the classical collision-diffusion 
mechanism a magnetic field will reduce the 

rate of diffusion of a plasma in directions perpen-
dicular to the field. However, Bohm et al. 1

•
2 have 

pointed out that fluctuations of the charge density 
may produce electric fields which give rise to drift 
motions across the magnetic field. By this "drain 
diffusion" mechanism the plasma may move across 
the field at a much higher rate than that predicted 
by collision theory, and ionized matter is not 
"frozen" effectively in a strong field. 

When the diffusion rate is investigated experi-
mentally, Simon3

'
4 has stressed that special atten-

tion should be paid to the geometry of the experi-
mental device. An example is given by the situation 
where the dimensions of the plasma in the transverse 
and longitudinal field directions are comparable. 
Then, the diffusion is usually not ambipolar and 
care is necessary in the interpretations of the 
diffusion rate. 

The present paper forms an extension of earlier 

1 D. Bohm, in The Characteristics of Electrical Discharges 
in Magnetic Fields, edited by A. Guthrie and R. K. W akerling 
(McGraw-Hill Book Company, Inc., New York, 1949). 

2 D. Bohm, E. H. S. Burhop, H. S. W. Massey, and R. M. 
Williams, The Characteristics of Electrical Discharges in 
Magnetic Fields, edited by A. Guthrie and R. K. W akerling 
(McGraw-Hill, Book Company, Inc., New York, 1949). 

3 A. Simon, Phys. Rev. 98, 317 (1955). 
4 A. Simon, Proceedings of the Second International Confer-

ence on Peaceful Uses of Atomic Energy (United Nations, 
Geneva, 1958), vol. 32, p. 343. 
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investigations by Lehnert 5 on the diffusion processes 
in a helium discharge in a longitudinal magnetic 
field. By using a very long discharge tube with a 
diverging magnetic field at the tube ends, short-
circuiting effects of the type discussed by Simon3 

can be avoided. The experiments were shown to 
agree with the collision theory of ambipolar dif-
fusion, but only in a range of magnetic fields up 
to a certain critical value. Above this value an 
instability was found to set in and the results 
indicated a diffusion rate much greater than that 
given by the classical collision theory. Section 4 
of this paper describes some recently obtained 
results where the measurements have been extended 
to a wider range of data and also to gases other 
than helium. 

Some experimental data have been reported 
earlier. 6 Similar effects have recently been found 
also by a number of other investigators. 7

-
9 It 

should also be observed that the "drain" diffusion 
mechanism has been reconsidered quite recently by 
Bernstein et al. 10 

5 B. Lehnert, Proceedings of the Second International Confer-
ence on Peaceful Uses of Atomic Energy (United Nations, 
Geneva, 1958), vol. 32, p. 349. 

6 F. C. Hoh and B. Lehnert, Proceedings of the Fourth 
International Conference on Ionization Phenomena in Gases, 
Uppsala, 1959 (North-Holland Publishing Company, Ams-
terdam). 

7 A. V. Zharinov, Atomnaya Energ. 3, 217, 220 (1959). 
8 R. A. Ellis, L. P. Goldberg and J. G. Gorman, Proceedings 

of the Fourth International Conference on Ionization Phe-
nomena in Gases, Uppsala, 1959 (North-Holland Publishing 
Company, Amsterdam). 

9 R. A. Demirhanov, et al. (private communication). 
10 I. B. Bernstein, E. A. Frieman, R. M. Kulsrud, and 

M. N. Rosenbluth, Phys. Fluids 3, 136 (1960). 
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Fm. 1. Square root of the total fractional loss Ke of energy 
of an electron in helium as a function of x = eV;/kT,. The 
dashed curve corresponds to atomic ions and the full curve 
to molecular ions. 
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Fm. 2. The ratio 0 = E(B 0)/E(B = 0) between the 
longitudinal electric fields in presence and in absence of an 
axial magnetic field B in a helium discharge tube of radius 
R = 1.00 cm. The discharge current is I = 0.1 amp, the 
length of the magnetic coil 3.6 m, and the length of the dis-
charge tube about 4.1 m. Marks give experimental points at 
pressures shown in the right-hand upper corner. Dashed 
curves give theoretical results if only atomic ions are present 
and full curves, the corresponding results if only molecular 
ions are present. 

influence can be taken into account in the theory 
by using the experimentally determined values of 
the ion mobility b; given by Loeb. 17 From a formula 
by Kennard 18 we obtain 

A,o = 8po(b;/3e)[m,mnk'1'Jir(m; + mn)]½, (13) 

where m,. is the mass of a neutral molecule. In the 
present experiments T, is somewhere in the range 
between 400° and 1000°K and from Eq. (13) the 
values for A;o become about 5.45 X 10- 3 and 
11.5 X 10- 3 Newtons/m for atomic and molecular 
ions, respectively. 

The mean fractional loss ·of energy for ions is 
mainly due to elastic collisions and can be calcu-
lated from elementary theory 

K; = 4m;mn(m, + mS 2
• (14) 

For atomic and molecular ions the corresponding 
values become 0.50 and 0.445. 

The deductions of the fractional loss of energy 
for an electron are described by Lehnert 5 and need 
not be repeated here. For molecular ions the effective 
ionization potential is modified, and the excitation 
loss is still assumed to be determined by an empirical 
function by Fabrikant1 9 and Karelina. 2° Figure 1 
shows the dependence of K, on x for both atomic 
ions (dashed curve) and molecular ions (full curve). 
The difference between the curves is hardly dis-
tinguishable. 

In Fig. 2 the normalized longitudinal potential 
drop 0 = E(B 0)/E(B = 0) in a b.elium dis-
charge has been plotted against the magnetic field 
B for different pressures. The dashed curves show 
the results for a discharge with only atomic ions, 
the full curves the corresponding results for mole-
cular ions. 

Actually, previous investigations have shown that 
molecular ions dominate the discharge when E/p 0 

becomes smaller than 10 v/cm mm Hg. 17 Figure 3 
shows a set of curves in absolute units calculated 
for molecular ions at a· different tube radius. 

3. EXPERIMENTAL ARRANGEMENT 

The apparatus consists of a long discharge tube 
placed inside a magnetic coil, which is 3.5 m long 
and yields a maximum field of 0.9 v/m 2

• Discharges 
were run with helium, argon, krypton, and hydrogen 

17 L. Loeb, Basic Processes of Gaseous Electronics (Uni-
versity of California Press, Berkeley, California, 1955 }, pp. 
75, 89, 92, 42. 

18 E. H. Kennard, Kinetic Theory of Gases (McGraw-Hill, 
Book Company, Inc., New York, 1938) p. 468. 

10 V. A. Fabrikant, Compt. rend. acad. sci., U.R.S.S. 
15, 451 (1937). 

20 N. A. Karelina, J. Phys. (U.S.S.R.) 6, 218 (1942). 
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in a pressure range from about 0.1 to about 4 mm Hg 
and with discharge currents up to 1 amp. The 
cathode and the anode are situated at the tube ends 
which are extended each some 0.25 m outside 
the ends of the coil. Experiments were performed 
with three tube radii, R = 0.535, 0.76, and 1.00 cm. 
Two probes at the tube wall about 0.4 m apart 
and connected over an electrostatic voltmeter served 
to indicate the longitudinal electric field. A detailed 
description of the apparatus and the techniques 
used will be given elsewhere together with a discus-
sion of the experimental conditions. 21 

4. EXPERIMENTAL RESULTS 

A typical series of measurements on the norma-
lized electric field 0 as a function of the longi-
tudinal magnetic field in a helium discharge with 
a tube radius of R = 1 cm is given by Fig. 2. In 
Table I the corresponding absolute values of the 

TABLE I. The longitudinal electric field E(B = 0) at zero 
magnetic field for different neutral gas pressures po reduced 
to 0°C. The tube radius is 1 cm, the lengths of the tube and 
the coil 4.1 and 3.6 m and the discharge current 0.1 amp. 

E(B = 0)exp E(B = 0)theor 
Po Tn (v/m) 

(mm Hg) (N /m 2) OK (v/m) He+ He.,+ 

0.45 60 343 433 374 342 
0.89 118 348 461 455 424 
1.45 193 365 508 538 507 
1.80 239 373 541 586 553 

electric field at zero magnetic field are given for 
the four series shown in Fig. 2. It is seen from 
Table I that there is good agreement bet.ween the 
experiment and the theoretical result for a mixture 
of atomic and molecular ions. The latter results 
should be situated somewhere between the results 
given in the last two columns of the table. According 
to the binary collision theory, the normalized field 
at a given pressure p0 and current I should drop 
along a curve somewhere between the corresponding 
pair of dashed and full curves giving the limits for 
discharges with only atomic and only molecular 
ions, respectively. With another tube radius, R = 
0. 76 cm, the same effect is demonstrated in Fig. 3 
where the measured potential drop is plotted with-
out being normalized. Similar results are also ob-
tained for R = 0.535 cm. 

The experimental points of Figs. 2 and 3 are 
seen to fit the theory very well up to a certain 
critical magnetic field where the electric · field 
suddenly starts to rise rapidly. This has also been 

21 F. C. Hoh, Arkiv Fysik (1960), in press. 
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- theor. curve for He2 
--- - 11- -•- -+- He• 

Helium 
R•0.76 cm 
l•0,1 A ~--

0 

12 
1.56 

40 .... _ 
--------------------- 0.23 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 B 
(vs/m2) 

Fm. 3. Voltage drop measured across two probes 0.345 m 
apart as a function of the magnetic field. The full curves are 
calculated from the theory for molecular ions and the dashed 
curves for atomic ions. 

observed in earlier experiments and has been inter-
preted as a strong increase in the rate of diffusion 
compared to what should be expected from colli-
sion diffusion theory. Although not complete enough 
to be shown as a final result, measurements of 
the ion current to a negatively charged probe at 
the tube wall have supported this point of view. 
At a pressure p0 = 0.17 mm Hg, discharge current 
I = 0.1 amp, and tube radius R = 1 cm the ion 
current to the probe was found to decrease in the 
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Fm. 4. Normalized electric field e along positive columns 
in argon as a function of magnetic field, pressure, and tube 
radius. Data are given at the top of the figure, where LM 
denotes the length of magnetic field applied and E O the elec-
tric field in absence of a magnetic field. The tube length is 
about 4.1 m. 
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in a pressure range from about 0.1 to about 4 mm Hg 
and with discharge currents up to 1 amp. The 
cathode and the anode are situated at the tube ends 
which are extended each some 0.25 m outside 
the ends of the coil. Experiments were performed 
with three tube radii, R = 0.535, 0.76, and 1.00 cm. 
Two probes at the tube wall about 0.4 m apart 
and connected over an electrostatic voltmeter served 
to indicate the longitudinal electric field. A detailed 
description of the apparatus and the techniques 
used will be given elsewhere together with a discus-
sion of the experimental conditions. 21 

4. EXPERIMENTAL RESULTS 

A typical series of measurements on the norma-
lized electric field 0 as a function of the longi-
tudinal magnetic field in a helium discharge with 
a tube radius of R = 1 cm is given by Fig. 2. In 
Table I the corresponding absolute values of the 

TABLE I. The longitudinal electric field E(B = 0) at zero 
magnetic field for different neutral gas pressures po reduced 
to 0°C. The tube radius is 1 cm, the lengths of the tube and 
the coil 4.1 and 3.6 m and the discharge current 0.1 amp. 

E(B = 0)exp E(B = 0)theor 
Po Tn (v/m) 

(mm Hg) (N /m 2) OK (v/m) He+ He.,+ 

0.45 60 343 433 374 342 
0.89 118 348 461 455 424 
1.45 193 365 508 538 507 
1.80 239 373 541 586 553 

electric field at zero magnetic field are given for 
the four series shown in Fig. 2. It is seen from 
Table I that there is good agreement bet.ween the 
experiment and the theoretical result for a mixture 
of atomic and molecular ions. The latter results 
should be situated somewhere between the results 
given in the last two columns of the table. According 
to the binary collision theory, the normalized field 
at a given pressure p0 and current I should drop 
along a curve somewhere between the corresponding 
pair of dashed and full curves giving the limits for 
discharges with only atomic and only molecular 
ions, respectively. With another tube radius, R = 
0. 76 cm, the same effect is demonstrated in Fig. 3 
where the measured potential drop is plotted with-
out being normalized. Similar results are also ob-
tained for R = 0.535 cm. 

The experimental points of Figs. 2 and 3 are 
seen to fit the theory very well up to a certain 
critical magnetic field where the electric · field 
suddenly starts to rise rapidly. This has also been 

21 F. C. Hoh, Arkiv Fysik (1960), in press. 
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mm Hg this was observed not to be the case. Both 
in the normal and abnormal regions the normalized 
pressure, a change of tube radius from R = 1.0 cm 
axial electric field was found to be a slow function 
of the current, especially in helium discharges. 

The noise in the discharge current has been found 
to increase when the abnormal diffusion sets in. 5 

This is confirmed by measurements extended into 
a higher frequency range as shown in Fig. 8. The 
noise, which arises in the positive column, was 
found to decrease with the magnetic field up to 
the transition point beyond which it increased 
suddenly (observe the logarithmic scale). It is 
interesting to note that the higher frequency com-
ponents in the noise spectrum start to increase at 
magnetic fields which are higher than that at the 
transition point. Similar results were found at a 
higher pressure. The noise received at the probes also 
showed a distinct increase beyond the transition 
point. 

The main result of this investigation is shown in 
Fig. 9, where the magnetic field at the transition 
point is given for different gases at different pres-
sures and tube radii. Above each curve the dis-
charge behaves in a way not predicted by the classical 
theory. It is seen that the critical magnetic field is 
roughly inversely proportional to the tube radius. 
For the sake of clearness, the dependence on the 
discharge current has not been included. The cor-
responding curves at higher currents are displaced 
about 100-300 gauss-cm upwards. Due to the 
difficulty in the identification of the transition point 
and some deviations between different measure-
ments the points are indicated by crossed marks 
and the curve is represented by a shaded region. 
The transition magnetic fields for molecular gases 
are much lower than those of rare gases. It is also 
observed that the critical magnetic field strength 
is lower for gases with a strr-n6 axial electric field 
than for gases where the latter is comparatively 
weaker (see Figs. 2-4, 6, and 9). 

5. CONCLUSIONS 

The results obtained in this paper confirm the 
conclusions drawn in earlier investigations, 5

'
22 about 

the diffusion processes in a magnetic field. The 
abnormal behavior of the electric field characteristics 
above a certain magnetic field is a phenomenon 
which exists also in other gases than helium. This 
is seen to be true also within wider limits of pres-
sures, currents, and magnetic field strengths than 

22 B. Lehnert, Nuovo cimento 13, Suppl., Ser. 10 (1958). 
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those used in the earlier experiments. A number of 
different tests will· be reported in a separate paper 
on the experimental details. 21 

In Fig. 3 and Table I the experiments indicate 
somewhat lower values of the potential drop than 
those predicted by theory at small magnetic fields 

Helium Ra0.76 cm 
I·0.25A P,,•2.13 mm Hg 

B (Vs/m 2l 
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Frn. 8. The normalized noise ratio O of the discharge current 
as a function of the magnetic field strength. The bandwidth 
is 0.5 'kHz for 15, 20, and 30 kHz, and 5 kHz for 50 to 1000 
kHz. The external ac impedance as seen from the selective 
voltmeter is 2.6 kn for 15 to 200 kHz and 3.86 kn for 400 
and 1000 kHz. The noise was measured across a 240-n re-
sistor. The noise current has been reduced to a bandwidth 
of 0.5 kHz and has the following approximate values: 400, 
430, 22, 3.2, 1.2, 0.2, 0.013, and 0.0006µa at 15, 20 30 50 
100, 200, 400, and 1000 kHz, respectively. ' ' ' 
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claim to be rigorous the following statement should 
be given. Space charge "islands" in the plasma may 
be easily neutralized in a weak magnetic field, but 
may be preserved for some time when the field is 
strong enough to make the Larmor radius of ions 
less than the mean distance between the "islands." 
In the latter case electric fields would persist which 
give rise to "drain" diffusion. 

The step from the present situation to that of 
a fully ionized gas is still far, and further investiga-
tions are necessary. Should there exist a common 
phenomenon of the type just described this may 
have severe consequences both in astrophysics and 
in the field of controlled thermonuclear research. 
A "drain" diffusion mechanism which causes matter 
to slip across a magnetic field much more rapidly 
than what is suggested by the binary collision 
theory might also in some cases challenge the law 
of "frozen in" magnetic fields. This would also 
correspond to an increase in the effective electric 

resistivity, perhaps somewhat along the same lines 
as the effective viscosity of a medium is increased 
by turbulent transport of momentum. The con-
finement of a plasma in a magnetic field, the decay 
of the magnetic field, and the attenuation of mag-
netohydrodynamic waves would then also be af-
fected. 

The phenomena described in this paper and earlier 
investigations on diffusion5

'
6

'
22 are likely to be inti-

matelyrelated to the rapid particle losses observed in 
the B-3 Stellarator of Project Matterhorn which may 
be due to some enhanced diffusion across the mag-
netic field.8 
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A calculation of the diffusion of charged particles across a magnetic field arising from the presence 
of neutral particles is compared with the diffusion arising from charged particles. The ratio of the 
flux of charged particles, arising from the presence of neutral particles, and the flux arising from 
charged particles is found to be of the order 102 to 105• The actual value of the ratio depends on the 
types of particles, the temperature, the number densities, and the density gradients. 

INTRODUCTION 

THE object of this paper is to determine the 
flux, of charged particles across a magnetic 

field, which arises from the presence of neutral 
particles. Since the flux due to neutral particles 
has usually been neglected, it seemed worth while 
to determine the magnitude of the effect. The flux 
due to neutral particles is calculated, and this flux 
is compared with the flux arising from encounters 
with charged particles.' 

eB/Mc, of the charged particles much larger than 
the collision frequency. We shall also suppose that 
the neutral particles have a Maxwellian velocity 
distribution. We shall let the number density vary 
only in the x direction and consider collisions as a 
perturbation. The charged particle distribution func-
tion f is a solution of the static collision-free 
Boltzmann equation 

Consider charged and neutral particles in a uni-
form B. field. We shall suppose that the B field 
is large enough to make the cyclotron frequency 

' 
1 C. Longmire and M. Rosenbluth, Phys. Rev. 103, 507 

(1956). 

(1) 

where w is the cyclotron frequency eB/Mc. 
A general solution of Eq. (1) is of the form 

f = f(x + v./w, v,, v/ + v.2). (2) 

6
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The present day version of a source of low temperature, fully ionized, quiescent plasma, known as the Q-l 
device, is described. A simplified form of the theory is presented and is extended to include absorption at the walls. 
The many modifications and improvements that have been made since the device was first built are described. 

A. INTRODUCTION IN the early part of 1959, the writer conceived the idea 
of a fully ionized plasma source (the Q-l device) that 

utilized the principle of contact ionization of cesium on hot 
tungsten. l A description was published in 1960.2 Since that 
time the device has proven to be quite successful and many 
improvements and modifications have been made. It is 
the purpose of this paper to describe the device as it 
exists today. 

A line drawing is shown in Fig. 1. We repeat a brief 
description here: The metal to be ionized is vaporized and 
formed into an atomic beam in a specially designed oven 
and collimator. The neutral beam is directed against a 
hot plate, the work function of "hich is greater than the 
ionization potential of the vaporized metal. The neutrals 
are singly ionized on contact with the plate, which is hot 
enough to evaporate the ions and to emit electrons. The 
mixture forms a neutral plasma that streams into the cen-
tral region. The plasma, which has been formed at one end 
of a cylindrical vacuum chamber, streams to the opposite 
end where it strikes a second plate. If this plate is not 
heated it is simply an absorbing collector and the device 
generates a streaming plasma. If the second plate is of the 
same metal as the first and is heated to a comparable tem-
perature, it is a diffuse reflector since any ion that strikes 
it is immediately reevaporated as an ion.1,3 The electrons 
are absorbed into the plate and reemitted according to 
Richardson's equation. Confinement is completed by the 
imposition of a strong axial magnetic field generated by 
the solenoid that is coaxial with the vacuum vessel. Any 
residual neutral metal, or neutrals arising from recombina-
tion, condense on the vacuum chamber" ails, which are 
cooled. In this way stable plasmas have been produced 
with densities as high as IOU cm-' and fractional ioniza-
tions in excess of Cesium and potassium plasmas have 
been produced using tungsten plates, and sodium and 
barium plasmas using rhenium plates. 

B. THEORY 

Although the theory of the machine has been given in 
Ref. 2, we will present it again here in a simpler form and 

• Work sponsored by the U. S. Atomic Energy Commission. 
1 I. La.ngmuir and K. H. Kingdon, Proc. Roy. Soc. (London) AI07, 

61 (1925). 
tN. Rynn and N. D'Angelo, Rev. Sci. Instr. 31, 1326 (1960). 
• S. Datz and E. H. Taylor, J. Chern, Phys. 25, 389 (1956). 
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expand it to include absorption on the plates.4 We make 
the problem one dimensional by assuming infinite plates 
and no transverse variations. The plasma has a length L, 
and the spatial variable is z, in the direction of the magnetic 
field. We assume a Maxwellian distribution with a drift 
velocity 1'i.< and a thermal velocity 

(1) 

where the subscripts i and e refer to the ions and electrons, 
respectively, T i .• is the temperature, and mi,. is the mass 
of the ions or electrons. We assume that the recombination 
process is described by 

dni,./dt= -an.n;, (2) 

where ni,. is the electron or ion density and a is the re-
combination coefficient. It has been shown5-7 that the 
actual recombination process is more involved. However, 
the essential features are not lost by assuming the validity 
of Eq. (2), and it greatly simplifies the calculation. 

The equation of continuity for ions is 

(3) 

The equation of continuity of momentum for ions is 

a a 
-(minivi)+-(m,-n,v?)=--anin.mivi. (-1) 
at az az 

We consider the case of equal plate temperatures and no 
impressed electric field (zero current). As a consequence, 
Ti=Te=T and Ve=Vi=V. We also assume ni=n.=n and 
that the pressure is isotropic, so that 

pi=p.=nkT. (5) 

Expanding Eq. (4), solving (3) for an/at, and substituting 
in (4) yields 

m.-n(av/at-vav/az)=kT (6) 

or the usual equation for fluid flow. Repeating the same 

4 A. Simon, An Introduction to Thermonuclear Research (Pergamon 
Press, Inc., New York, 1959), Chap. IX. 

• Atomic and Molecular Processes, edited by D. R. Bates (Academic 
Press Inc., New York, 1962), Chap. 7. 

6 N. D'Angelo, Phys. Rev. 121, 505 (1961). 
7 E. Hinnov and J. G. Hirschberg, Phys. Rev. 125, 795 (1962). 
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FIG. 1. Line drawing of the Q-1 device. 

procedure for electrons and adding the two results gives 

OV 2kT 1 on 
V-=-----, (7) 

OZ m, n i)z 

where we have used the fact that mi»m •. 
Integration yields 

where nI is the density at v= VI. Substituting (8) into (3) 
yields, for the steady state, 

( 
mdl)dV 

1-- -= -anI exp[ - (m;j4kT) (V2-VI2)]. 
2kT dz 

(9) 

This is essentially the same result as Eq. (12) in Ref. 2. 
The analysis presented above remains straightforward 
only so long as VT»VI, or so long as the thermal energy is 
much greater than the ion drift energy. 

In principle, the analysis could be extended to include 
those cases where the drift velocity is a sizeable fraction of 
the thermal velocity.8 However, such analysis is beyond 
the scope of this paper and, since all that is required are 
rough estimates, we will proceed as if the assumptions 
implicit in the above are always valid. 

Equation (9) is readily integrated to yield 

21:
1 

exp(3v2/4vd)dv-vo exp(3v2/4vTi) 

+Vi exp(3vN4vTl)=anI exp(3v;j4vTl)L, (10) 

where the boundary conditions are V = t'l at z = 0 and V = Vo 
at z= - L. The origin is taken to be at the reflector plate 
(opposite the source plate). At the reflector plate a certain 

8 See, for example P. F. Little, J. Nucl. Energy; Part C 4, 15 (1962). 

fraction of the ions A I may be absorbed. The absorption 
process is assumed to include all loss processes in the 
immediate vicinity of the plate. The flux of ions striking 
the reflector is (nIVTi) , while the flux of ions due to the 
mass motion of the plasma is (ntvt), so that 

(11) 

At the source plate, the ion flux coming from the plate 
(novo) must be equal to the difference between the flux of 
incoming neutrals being ionized and the fraction absorbed; 
or 

(12) 

where cf> is the flux of incoming neutrals, is the efficiency 
of ionization, and A 0 is the fraction of ions absorbed on the 
source plate9 (see Fig. 2). For the range of drift velocities 
considered here, sufficient accuracy is maintained if the 
exponentials in (10) are replaced by the first term of the 
series expansion. Equation (10) becomes 

(13) 

Substituting (11) into (13) and using the result in a one-

, ", v, A,R, v, 
----.. ---+ 

--------

z=-l Z--+ z= 0 

FIG. 2. Idealization of the Q-1 device used in the theory. 

9 In a more thorough analysis the effect of these components on the 
velocity distribution should be taken into account at each plate, also 
the temperature variation along the axis. 
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enough to evaporate the ions and to emit electrons. The 
mixture forms a neutral plasma that streams into the cen-
tral region. The plasma, which has been formed at one end 
of a cylindrical vacuum chamber, streams to the opposite 
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expand it to include absorption on the plates.4 We make 
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the solenoid that is coaxial with the vacuum vessel. Any 
residual neutral metal, or neutrals arising from recombina-
tion, condense on the vacuum chamber" ails, which are 
cooled. In this way stable plasmas have been produced 
with densities as high as IOU cm-' and fractional ioniza-
tions in excess of Cesium and potassium plasmas have 
been produced using tungsten plates, and sodium and 
barium plasmas using rhenium plates. 

B. THEORY 

Although the theory of the machine has been given in 
Ref. 2, we will present it again here in a simpler form and 

• Work sponsored by the U. S. Atomic Energy Commission. 
1 I. La.ngmuir and K. H. Kingdon, Proc. Roy. Soc. (London) AI07, 

61 (1925). 
tN. Rynn and N. D'Angelo, Rev. Sci. Instr. 31, 1326 (1960). 
• S. Datz and E. H. Taylor, J. Chern, Phys. 25, 389 (1956). 
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expand it to include absorption on the plates.4 We make 
the problem one dimensional by assuming infinite plates 
and no transverse variations. The plasma has a length L, 
and the spatial variable is z, in the direction of the magnetic 
field. We assume a Maxwellian distribution with a drift 
velocity 1'i.< and a thermal velocity 

(1) 

where the subscripts i and e refer to the ions and electrons, 
respectively, T i .• is the temperature, and mi,. is the mass 
of the ions or electrons. We assume that the recombination 
process is described by 

dni,./dt= -an.n;, (2) 

where ni,. is the electron or ion density and a is the re-
combination coefficient. It has been shown5-7 that the 
actual recombination process is more involved. However, 
the essential features are not lost by assuming the validity 
of Eq. (2), and it greatly simplifies the calculation. 

The equation of continuity for ions is 

(3) 

The equation of continuity of momentum for ions is 

a a 
-(minivi)+-(m,-n,v?)=--anin.mivi. (-1) 
at az az 

We consider the case of equal plate temperatures and no 
impressed electric field (zero current). As a consequence, 
Ti=Te=T and Ve=Vi=V. We also assume ni=n.=n and 
that the pressure is isotropic, so that 

pi=p.=nkT. (5) 

Expanding Eq. (4), solving (3) for an/at, and substituting 
in (4) yields 

m.-n(av/at-vav/az)=kT (6) 

or the usual equation for fluid flow. Repeating the same 

4 A. Simon, An Introduction to Thermonuclear Research (Pergamon 
Press, Inc., New York, 1959), Chap. IX. 

• Atomic and Molecular Processes, edited by D. R. Bates (Academic 
Press Inc., New York, 1962), Chap. 7. 

6 N. D'Angelo, Phys. Rev. 121, 505 (1961). 
7 E. Hinnov and J. G. Hirschberg, Phys. Rev. 125, 795 (1962). 
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then the effect can be overcome provided the surface is 
clean. 

A convenient method of cleaning probe tips in a plasma 
is to draw enough electron current to heat the tip. In the 
Q-l device, however, it is not always possible to draw 
enough current to do this. Consequently, the technique 
of cleaning by ion bombardment, as described by Way-
mouth,18 is used. The probe is held at a potential of about 
-70 V. The probe voltage is swept up to a value of about 
+ 10 V at the rate of IOV /msec, at a repetition rate of 30 
cps or lower. Thus the probe is held at a negative potential 
most of the time and is cleaned by ion bombardment. Very 
consistent results have been obtained in this way. Since 
the probe voltages are carried over long cables, it was 
necessary to build a low impedance sweep amplifier and 
guard circuitry. It was also found advisable to shield 
the probe as suggested by Carlson, Okura, and Oskam.22 

A block diagram of the system is shown in Fig. 6 and 
typical probe construction in Fig. 7. 

TO PROBE- TEKTRONIK TYPE 536 o 
PROBE CURRENT 
METERING RESISTOR 

X 

A 

FIG. 6. Block diagram of the electronic sweeping arrangement and 
the waveform applied to the probe. The linear portion is swept at a 
rate of 10 V /msec. The oscilloscope is not grounded. 

The probes are mounted on bellows arrangements that 
allow accurate control of the radial motion from the out-
side of the vacuum vessel. When necessary, they can be 
controlled by means of a remote-controlled motor drive. 
Position information is available from a potentiometer 
attached to the motor drive mechanism, permitting simul-
taneous display of position and probe information on either 
an X- Y recorder or an oscilloscope. 

G. DISCUSSION 

The machine is readied for an experiment by loading 
with the particular plates, ovens, probes, etc. desired and 
then pumping down. When the base pressure is of the order 
of 10-5 Torr, the magnetic field is turned on23 and the com-
ponents are energized and outgassed. If the metal to be 

22 R. W. Carlson, T. Okura, and H. J. Oskam, J. Appl. Phys. 33, 
3141 (1962). 

23 The magnetic field guides the born barding electrons to the plate. 

FIG. 7. Typical probe tip 
dimensions. 
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used is potassium, sodium, or barium, it is prepared by 
removing a bar of it from the oil or kerosene in which 
it is kept, cutting off a lump large enough to last through 
the planned experiment, and cleaning it in a suitable 
(nonreacting!) solvent such as toluene.24 When the out-
gassing procedure is completed and the base pressure is 
of the order of 10-6 Torr with the plates at operating 
temperature and the oven hot but not emitting, a Langmuir 
probe is positioned \"ith its tip on the axis of the device 
and the dynamic probe sweeping display is energized. 
Then the oven temperature is carefully increased until 
the probe indicates the desired density. The entire pro-
cedure from the beginning of the pumpclown to plasma 
production takes about 4 h. 

Once the plasma is produced the plate temperatures can 
be adjusted by setting one plate to the desired temperature 
with the optical pyrometer; the temperature of the other 
plate is made equal to it by adjusting the plasma thermo-
electric emf to be zero.21i If it is desired to pass current 
through the plasma, a potential is applied between the 
plates. The temperature and potential variations resulting 

FIG. 8. Photograph of the Q-l device. The mechanism on the 
right-hand side is an axial probe. 

24 Or any straight-chain hydrocarbon. Inexpert handling of the 
pure alkali metals can result in disaster. 

25 N. D'Angelo and N. Rynn, Phys. Fluids 4, 1303 (1961). 
26 N. Rynn, 1'hys. Rev. Letters 10, 465 (1963). 
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We report the results of experiments on low-
temperature alkali plasmas in strong magnet-
ic fields and their interpretation in terms of
collisional drift modes, in which diffusion over
the transverse wavelength, resulting from ion-
ion collisions, ' plays an important role.
Collisional drift modes' arise in the presence

of a density gradient perpendicular to the mag-
netic fieM and result from the combined effects
of ion inertia, electron-ion collisions, and
mean electron kinetic energy along the magnet-
ic-field lines.
Our experiments determine frequencies, am-

plitudes, and azimuthal mode numbers of steady-
state drift waves as functions of magnetic field
strength and ion density. Their interpretation
is based on a theory which includes the effects
of ion-ion collisions on the ion motion. Although
the observed relative wave amplitudes are not
small, the linearized approximation is expect-
ed and found to predict correctly frequencies
and the abrupt appearance of certain modes
as functions of the various physical parameters
(density, magnetic field, temperature, and ion
mass).
The principal experimental results are the

consistent observations of single-mode steady-
state oscillations, which we have identified as
drift modes, and, at certain critical values of
the magnetic-field strength, sudden changes
of both the azimuthal mode number and frequen-
cy' of the oscillations. We have explained these
results by a theory, which predicts abrupt sta-
bilization of a particular mode with decreasing
magnetic field as a result of increased diffusion
over the transverse wavelength due to ion-ion
collisions. This type of diffusion, in fact, sup-
presses the instability when the ion gyroradi-
us reaches a critical size relative to the trans-
verse wavelength of the mode.
The experimental work has been performed

on the Princeton Q-1 device. 7 The plasma con-
sists of ions produced by surface ionization
of cesium or potassium atomic beams incident
on hot tungsten plates located on both ends of
the plasma column and of thermionic electrons
emitted from the same plates. The alkali va-
por pressure is cryogenically reduced to below snl/st+u1. Vn+u. Vn1= 0,1i& i (1c)

10 Torr and the residual pressure is main-
tained at approximately 10 ' Torr, so that the
plasma, is fully ionized. The plasma column
is 3 cm in diameter and 128 cm long. Plasma
(center) densities ranged from 5x10" to 5x10"
cm ', plasma (ionizer-plate) temperatures
from 2100 to 2900'K, and magnetic fields from
2 to 6.5 kG. Electric fields are not applied to
the plasma, and the thermionic voltage between
end plates is maintained below 5 mV. The waves
are detected as either ion-density or plasma-
potential fluctuations with Langmuir probes.
Special effort was directed towards conclusive
identification of the drift wave, since it was
recognized that a plasma rotation comparable
with the electron diamagnetic velocity is pres-
ent in Q machines for certain ranges of plas-
ma temperature and density. ' Our experiments
differ from most previous drift-wave work in
that the neutral beam was collimated to reduce
the ion density at the edge of the ionizer plate
where the temperature gradient is large. This
procedure spatially separates the effects of
temperature and density gradients. ' The oscil-
lations reported here are confined to the region
where only the density gradient is important.
The experiments have shown that the relevant

modes are localized in the radial direction with
the amplitude maximum at approximately —,

' of
the plasma radius. Then, for these localized
modes we can carry out the theory simulating
cylindrical geometry by a one-dimensional "slab"
model, with density gradient in the g direction
and magnetic field in the z direction. We adopt
the electrostatic approximation E = -V'y valid
when p = 8mp/B «1, as is the case here (p & 10 8).
The time-independent electric field (experimen-
tally found to be constant in the region where
temperature gradients are negligible) is ignored
because it only produces a Doppler shift in the
relevant frequencies. We use the following lin-
earized equations adopting a standard notation:

nm(su . )/st p, V 'u, = —v p—+(J xB/c), (la)lid x z lid i1
—V (n KT —en' )—v .nm u =0,

II 1 e 1 ei e 1eIl
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sn /8t+u ~ Vn+u ~ Vn +nV g =0,lei es 1 )) le li
(ld)

u = -Vy xBcB s+KTc(eB n) 'Vn x B, (le)le& 1 1

u. =ETc(+eBan) iVn &B.i, e
Perturbed quantities are indicated by the sub-
script 1. Ion motion and electron inertia along
the lines of force have been ignored. 0 The
effects of ion-ion diffusion across the field e n-
ter through the coefficient p& which is given
by pi = —,'(nETvf/Qi k~ ) for our experimental
conditicns, "with Qi the ion gyrofrequency and
hz a dimensionless coefficient tabulated in Ref.
11. For simplicity we assume a WEB-type
solution y = (pi epx(ifk dxx+ikyy+ikiiz+i~t) and
consider modes such that kx»n ~(dn/dx). This
implies mode localization in. the x direction
and will restrict us to modes with azimuthal
mode number m ) 1, since those with m = 1,
equivalent to an off-axis shift of the whole plas-
ma column, are less localized and cannot be
simulated in a plane geometry. Moreover, in
the experiments, k)i=m/L, where L is the length
of the plasma column. By expressing J1& and
J1ti in terms of cp, one derives for Te = Tz the
dispersion relation in its simplest form,

rk IKT v, .bmi
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values of magnetic field only one single mode
is dete cte d, but in the mode transition regions
two separate modes are observed. The rapid
rise of y =-Im(a) with increasing magnetic
field, once the condition b&b~ is satisfied, is
evident. The second point is that the maximum
growth rate is found to correspond to frequen-
cies Re(a) = —0.5k vd. In particular, we find
that for b(b, the growth rate y is maximized
for the dimensionless parameter ZO =ALII KT
x (mev&&kyvdb) slightly above unity, me
being the electron mass. At this point, the
magnitude of y is -0.2k&gd and is comparable
with the instability frequency. Figure 1(b) shows
that the observed frequencies are proportion-

iv bi..
(u-k v — Ibu),

y d 2 /
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0 Al=3

m=4—DRIFT FREQUENCY

where vd = -(1/n)(dn/dx)(cKT/eB) is the elec-
tron diamagnetic velocity, 5 =-,'(kx +k ')aL
is assumed to be smaller than unity, al = (2KT/
M)imam/Qf is the ion Larmor radius, and ve&
=2(M/ms)iI vlf, taking for v&f the definition
of Ref. 11. Here we have neglected terms of
order k)) ET(mevefkyv&) i in comparison with 1.
This dispersion relation is a quadratic equa-
tion whose roots are easily evaluated numer-
ically, and reveals two important points. First,
there exists a critical value of b given by bz
=4k')'KT(meve;vlf) ' such that the linearized
growth rate is positive only for b &b~. In con-
nection with this, we display in Fig. 1 some
experimental results for fixed neutral-beam
flux and plasma temperature, i.e., for approx-
imately constant ion density. Note that for most

0
0

I I I

2 3 4
MAGNETIC FIELD, kG

FIG. 1. (a) Observed oscillation amplitudes are com-
pared with theoretical growth rates as a function of mag-
netic field strength for various azimuthal mode num-
bers. The absolute value of the magnetic field strength
for the theoretical (slab model) curves has been scaled
by a factor of -1.5 to give a good fit to the data. The
relative amplitude is defined as the ratio of the maxi-
mum density fluctuation to the central density. (b) The
oscillation frequency (after subtraction of the rotational
Doppler shift) is compared with the drift frequency vd
=kyvd/2m as a function of the magnetic field strength.
The drift frequency, which has an uncertainty of +0.5
kc/sec, is computed from the experimental values of
k, T, snd n ~(dn/dx). The data, are for a potassium
p asma, no ——3.5&&10 cm 3, T =2800'K.
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for the theoretical (slab model) curves has been scaled
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relative amplitude is defined as the ratio of the maxi-
mum density fluctuation to the central density. (b) The
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=kyvd/2m as a function of the magnetic field strength.
The drift frequency, which has an uncertainty of +0.5
kc/sec, is computed from the experimental values of
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al to, but less than, k vd. These considerations
indicate that the criterion" g =&~, which can
be written as
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describes the onset of the single modes. In
Fig. 2(a) we plot the experimental values at
instability onset of B/k& vs n'~' and find agree-
ment between the experiments and this theoret-
ical prediction, including the numerical coef-
ficient. In addition, other measurements have
shown dependence on plasma temperature and
ion mass as predicted by the transition crite-
rion, Eq. (3). ln Fig. 2(b), the radial extent
of the oscillation is shown as a function of mag-
netic field. The extent of the oscillation in the
radial direction was found to increase for de-
creasing values of ~, as expected from the
full analysis of the normal-mode equation and
corresponding to (a/Bg) -k&. The position of
the amplitude maximum does not coincide with
the position of maximum density gradient and
may be determined by the radial dependence
of the growth rate, taking into account both the
variations of n and dn/dx.
It is evident from our treatment that the lin-

earized approximation is inadequate to explain
the large experimental amplitudes (typically
n, /no-ep/KT-20%) at which the growth of the
waves ceases. However, there are good argu-
ments for predicting that the saturation stage
is reached when the perturbed (ExB)c/B' drift
velocity becomes of the order of the diamagnet-
ic velocity (in our case -2x10' cm/sec). This
point is confirmed by the experiment and, in
addition, it is shown [see Fig. 1(a)] that the
pattern of the measured amplitudes follows
closely that of the calculated growth rates a,s
a function of the magnetic field. If we consid-
er this as an indication that at the saturation
stage the amplitude is proportional to a pow-
er of the growth rate, '4 we can associate the
observed frequency with that of the maximum
growth rate. '
On the other hand, if we make use of a quasi-

linear approximation" in treating the problem
and include higher order terms in the disper-
sion relation (see Ref. 12), we observe that
at the saturation level the frequency of oscil-

0
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lation is l~i-k&vd. In this connection we notice
that more detailed measurements than those
given in Fig. 1(b) have shown &u/k&vd = —~.
The observation of one single mode at a giv-

en magnetic field is explained, within the lim-
its of the linearized theory, by the fact that
only one mode has appreciable growth rate out-
side the mode-transition regions.
Several important considerations of general

nature arise from this work. First, the agree-
ment of the theoretically predicted frequencies
with observations, coupled with the fact that
the mode amplitudes maximize when 5, = 1,
implies that the large growth rates given by
the linearized approximation y= 0.2k gd-Re(&u)

FIG. 2. (a) The ratio of magnetic field strength to
perpendicular wave number is plotted versus the square
root of the density for the stabilization points of sever-
al modes. Theory I.Eq'. (3)] gives a proportionality fac-
tor of 9.7 X 10 . (b) The measured radial (~z) and azi-
muthal (~0} wavelengths of the perturbation are dis-
played as a function of the magnetic field.9
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Waves and Turbulence in
Tokamak Fusion Plasn

C. M. Surko and R. E. Slu:

The behavior of systems of many par-
ticles can often be dominated by collec-
tive effects. For example, consider the
nearly coherent waves generated on the
surface of a liquid by vibrating its con-
tainer. An example of a more turbulent
state is the surface of a lake excited by a
strong wind, so that the many waves

than approximately 100
and that the product of
and energy containment
than 1 x 1014 cm-3 se
quently, heating such a
herent waves and un
mechanisms by which
transported out of the pL

Summary. The tokamak is a prototype fusion device in which a tc
field is used to confine a hot plasma. Coherent waves, excited near ti
can be used to transport energy into the plasma in order to heat it to ti
required for thermonuclear fusion. In addition, tokamak plasmas are
high levels of turbulent density fluctuations, which can transport parti
out of the plasma. Recently, experiments have been conducted I
nature of both the coherent waves and the turbulence. The expe
insight into a broad range of interesting linear and nonlinear plasma
into many of the processes that determine such practical things as
and confinement.

which are excited interact to produce a
state of nearly random fluctuations. In a
plasma, which is a collection of charged
particles such as positive ions and elec-
trons, collective phenomena are crucial
to a complete description of the system.
This article will treat both coherent
waves and turbulence in the hot, dense
plasmas that are relevant to the goal of
thermonuclear fusion.

Study of the waves and turbulence in
plasmas is of interest from two different
points of view. First, many interesting
linear and nonlinear wave phenomena
are conveniently studied in plasmas.
Second, from a technological point of
view, magnetic confinement of a hot
plasma is a promising approach to con-
trolled thermonuclear fusion (1-3). To
achieve thermonuclear fusion requires
that the plasma temperature be greater
26 AUGUST 1983

ly occurring turbulence
tant to this goal (1-3).
The tokamak is a p

device in which a toroid;
configuration is used t
plasma. This is shown 4
Fig. I (1). Plasma contaii
ed by the magnetic fiel4
sions and turbulence ar
charged particles make o
sions transverse to the
tokamak, the magnetic
twisted by a current indi
ma. This twisting of the
vents separation of the p
the electrons and is essei
ma equilibrium.
Phenomena involving

bulence are likely to be r
ally all approaches to co]
nuclear fusion (3). Ho

SCIENCE

limit our discussion of waves and turbu-
lence to tokamaks, since they provide a
relatively long-lived plasma (one with a
lifetime greater than second) in which
to study wave phenomena. In addition,

i a the data set and the level of understand-
ing of waves and fluctuation phenomena

na are probably greater for tokamaks than
for any other prototype fusion device.
We will discuss only fluctuations in plas-

sher ma density, although fluctuations in oth-
er quantities (such as magnetic field and
temperature) are also important to a

complete description of the plasma (1,
million degrees 2).

f plasma density
t time be greater
c (1-3). Conse- Turbulence in Tokamak Plasmas
plasma with co-
derstanding the Containment of a hot, dense plasma
energy can be leads immediately to a profound conse-
asma by natural- quence: the resulting state of the plasma

is not static but is intrinsically time-
dependent (4-13). This is because one

)roidal magnetic has necessarily introduced gradients in
he plasma edge, both temperature and density, and there-
he temperatures fore there is a free energy of expansion
known to exhibit available to drive fluctuations and insta-
icdes and energy bilities. Indeed, in magnetically confined
to elucidate the plasmas, the parameters of the plasma
riments provide such as density, electrical potential, and
phenomena and magnetic field are not invariant in time
plasma heating but fluctuate on one or more time scales

characteristic of the collective modes of
oscillation of the plasma (4-13). The
most violent of these fluctuations can

are both impor- result in abrupt termination of a dis-
charge. Fortunately, research has un-

irototype fusion covered relatively large operating re-
al magnetic field gimes where such violent "disruptions"
D contain a hot of the plasma can be avoided (1-3).
schematically in There remains, however, a plasma tur-
nment is provid- bulence that is reasonably insensitive to
d since, if colli- the specific operating conditions. This
e neglected, the turbulence may have a considerable ef-
nly small excur- fect on transport in tokamak plasmas and
field lines. In a will be discussed in some detail.
field lines are Tokamak plasmas exhibit anomalous-

uced in the plas- ly high levels of particle and energy
field lines pre- transport. In other words, the fluxes of

lositive ions and energy and particles across the magnetic
ntial to the plas- field are large compared to those expect-

waves and tur-
*elevant to virtu-
ntrolled thermo-
wever, we will
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ticles can often be dominated by collec-
tive effects. For example, consider the
nearly coherent waves generated on the
surface of a liquid by vibrating its con-
tainer. An example of a more turbulent
state is the surface of a lake excited by a
strong wind, so that the many waves

than approximately 100
and that the product of
and energy containment
than 1 x 1014 cm-3 se
quently, heating such a
herent waves and un
mechanisms by which
transported out of the pL

Summary. The tokamak is a prototype fusion device in which a tc
field is used to confine a hot plasma. Coherent waves, excited near ti
can be used to transport energy into the plasma in order to heat it to ti
required for thermonuclear fusion. In addition, tokamak plasmas are
high levels of turbulent density fluctuations, which can transport parti
out of the plasma. Recently, experiments have been conducted I
nature of both the coherent waves and the turbulence. The expe
insight into a broad range of interesting linear and nonlinear plasma
into many of the processes that determine such practical things as
and confinement.

which are excited interact to produce a
state of nearly random fluctuations. In a
plasma, which is a collection of charged
particles such as positive ions and elec-
trons, collective phenomena are crucial
to a complete description of the system.
This article will treat both coherent
waves and turbulence in the hot, dense
plasmas that are relevant to the goal of
thermonuclear fusion.

Study of the waves and turbulence in
plasmas is of interest from two different
points of view. First, many interesting
linear and nonlinear wave phenomena
are conveniently studied in plasmas.
Second, from a technological point of
view, magnetic confinement of a hot
plasma is a promising approach to con-
trolled thermonuclear fusion (1-3). To
achieve thermonuclear fusion requires
that the plasma temperature be greater
26 AUGUST 1983

ly occurring turbulence
tant to this goal (1-3).
The tokamak is a p

device in which a toroid;
configuration is used t
plasma. This is shown 4
Fig. I (1). Plasma contaii
ed by the magnetic fiel4
sions and turbulence ar
charged particles make o
sions transverse to the
tokamak, the magnetic
twisted by a current indi
ma. This twisting of the
vents separation of the p
the electrons and is essei
ma equilibrium.
Phenomena involving

bulence are likely to be r
ally all approaches to co]
nuclear fusion (3). Ho

SCIENCE

limit our discussion of waves and turbu-
lence to tokamaks, since they provide a
relatively long-lived plasma (one with a
lifetime greater than second) in which
to study wave phenomena. In addition,

i a the data set and the level of understand-
ing of waves and fluctuation phenomena

na are probably greater for tokamaks than
for any other prototype fusion device.
We will discuss only fluctuations in plas-

sher ma density, although fluctuations in oth-
er quantities (such as magnetic field and
temperature) are also important to a

complete description of the plasma (1,
million degrees 2).

f plasma density
t time be greater
c (1-3). Conse- Turbulence in Tokamak Plasmas
plasma with co-
derstanding the Containment of a hot, dense plasma
energy can be leads immediately to a profound conse-
asma by natural- quence: the resulting state of the plasma

is not static but is intrinsically time-
dependent (4-13). This is because one

)roidal magnetic has necessarily introduced gradients in
he plasma edge, both temperature and density, and there-
he temperatures fore there is a free energy of expansion
known to exhibit available to drive fluctuations and insta-
icdes and energy bilities. Indeed, in magnetically confined
to elucidate the plasmas, the parameters of the plasma
riments provide such as density, electrical potential, and
phenomena and magnetic field are not invariant in time
plasma heating but fluctuate on one or more time scales

characteristic of the collective modes of
oscillation of the plasma (4-13). The
most violent of these fluctuations can

are both impor- result in abrupt termination of a dis-
charge. Fortunately, research has un-

irototype fusion covered relatively large operating re-
al magnetic field gimes where such violent "disruptions"
D contain a hot of the plasma can be avoided (1-3).
schematically in There remains, however, a plasma tur-
nment is provid- bulence that is reasonably insensitive to
d since, if colli- the specific operating conditions. This
e neglected, the turbulence may have a considerable ef-
nly small excur- fect on transport in tokamak plasmas and
field lines. In a will be discussed in some detail.
field lines are Tokamak plasmas exhibit anomalous-

uced in the plas- ly high levels of particle and energy
field lines pre- transport. In other words, the fluxes of

lositive ions and energy and particles across the magnetic
ntial to the plas- field are large compared to those expect-

waves and tur-
*elevant to virtu-
ntrolled thermo-
wever, we will

C. M. Surko is head of the Semiconductor and
Chemical Physics Research Department and R. E.
Slusher is head of the Solid State and Quantum
Physics Research Department at Bell Laboratories,
Murray Hill, New Jersey 07974.
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ed from "classical" coulomb collisions
of the charged plasma particles (1, 2).
This enhanced transport of energy out
of the plasma is deleterious, since it
reduces the energy containment time.
Thus, understanding and controlling this
transport are very important to the goal
of achieving controlled nuclear fusion.
Crude estimates indicate that the tur-

bulent density fluctuations observed in
tokamak plasmas are sufficient to pro-
duce the observed transport (1, 2); how-
ever, the direct connection of this turbu-
lence with the energy transport has not
been established. Consequently, under-
standing the nature of the turbulence and
its contribution to the transport is still a
major goal in this field of research.
Nature of the turbulence. It is typical

of tokamak plasmas that density fluctua-
tions are present throughout the life of
the plasma (5-13). The spatial scale (that
is, the typical wavelength) of these fluc-
tuations has been determined in numer-
ous experiments with both microwave
and laser scattering and metal probes
that can be inserted near the plasma edge
to measure density and electrical poten-
tial (5-13). In the scattering experiments,
the wavelength of the fluctuations is

measured directly by the angle of scat-
tering relative to the direction of the
incident electromagnetic radiation. Such
a scattering process is called Bragg scat-
tering, a term that onrginally referred to
the scattering of x-rays from the electron
distribution in a crystal. As in the crys-
talline case, scattering experiments in
plasmas measure the spatial distribution
of the electrons. From this kind of ex-
periment in tokamak plasmas, the mean
wavelength, Xfluct, of the density fluctua-
tions in the direction perpendicular to
the magnetic field is found to be of the
order of 1 cm (5-10, 13). In terms of the
parameters that characterize the plasma,
it is found that

Xfluct t 2iTpi (1)

where p,, the characteristic radius of
gyration of the plasma ions in the mag-
netic field, is typically a few millimeters.
The wavelength Xfluct is small com-

pared to the minor diameter of the plas-
ma, which is typically several tens of
centimeters. Consequently, these fluctu-
ations are frequently described as a mi-
croturbulence (5) to distinguish them
from macroscopic magnetohydrodynam-
ic (MHD) oscillations, which have wave-

Fig. 1. A tokamak
plasma. External
coils generate the
principal confining
magnetic field B, and
a current induced in
the plasma produces a
twist to the magnetic
field lines (not
shown). Turbulence
in the plasma is illus-
trated by dots in the
minor cross sections.
Waves, used to heat
the plasma and drive
currrents, can be ex-
cited by antennas at
the plasma edge.

Driven waves Plasma

Fig. 2. Frequency
spectrum of density
fluctuations in a plas- 4
ma in the Princeton C

Large Torus (PLT)

tokamak, shown from 1
a well-defined region D
and for a single wave- , 2
length of 0.9 cm
[adapted from (13)]. _X
The dashed curve is a
guide to thed eye and J
would be typical of an o
average over several -400 -200 0 200 400

plasmas. The spec- Frequency (kHz)

trum is much broader than the range offrequencies of 100 to 130 kHz which would be expected
for "linear" drift waves. This spectrum illustrates the turbulent nature of the density
fluctuations in tokamaks.
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lengths comparable to the plasma size
(14).
The tokamak plasma is a very aniso-

tropic system with a strong toroidal mag-
netic field and gradients in plasma densi-
ty and temperature perpendicular to the
magnetic field (Fig. 1). Laser and micro-
wave scattering experiments have shown
that the wavelengths associated with the
fluctuations are very similar in both di-
rections perpendicular to the magnetic
field (5-9). With CO2 laser scattering
experiments, it has also been shown that
the wavelengths of the fluctuations par-
allel to the toroidal magnetic field are
long compared to the wavelengths of the
fluctuations perpendicular to the field (6,
9, 11). Thus a qualitative picture is that
of a relatively isotropic, two-dimensional
turbulence in the plane perpendicular to
the toroidal magnetic field, with the
characteristic scale size of the turbu-
lence being small compared to the minor
diameter of the plasma (Fig. 1).
By use of scattering and probe tech-

niques, the characteristic frequency of
the fluctuations has been found to be in
the range of a few kilohertz to a few
hundred kilohertz. The mean frequency,
f, of the fluctuations is lower than the
characteristic frequency of gyration of
the plasma ions in the magnetic field, fci.
The experiments are (very roughly) con-
sistent with (4-13)

(2)
where Ln is the length associated with the
gradient in plasma density [Ln = nl(dnl
dr), where n is the plasma density and r
is the minor radius of the plasma]. Since
the frequency fci is typically tens of
megahertz and p/L, is of order 1/100, f
is in the range of hundreds of kilohertz.

It is plausible that the natural spatial
dimension of the turbulence in the direc-
tion perpendicular to the magnetic field
is of the order of the ion gyroradius pi
(Eq. 1), since, at the characteristic fre-
quencies of the turbulence, fluctuations
with these wavelengths are typically the
least stable (2, 15, 16). Also, the frequen-
cy described by Eq. 2 is qualitatively
consistent with the spatial scale of the
fluctuations and the fact that, in an inho-
mogeneous plasma such as that in a
tokamak, there is an associated drift
velocity, vd, of waves traveling in the
direction perpendicular to both the mag-
netic field and the density gradient.
Thus, one can imagine a disturbance of
wavelength 2'rrpi propagating at a veloci-
ty vd which results in a mean frequency
f (in the laboratory frame) equal to vd/
2irpi. This expression for the frequency
turns out to be identical to the right-hand
side of Eq. 2.
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ed from "classical" coulomb collisions
of the charged plasma particles (1, 2).
This enhanced transport of energy out
of the plasma is deleterious, since it
reduces the energy containment time.
Thus, understanding and controlling this
transport are very important to the goal
of achieving controlled nuclear fusion.
Crude estimates indicate that the tur-

bulent density fluctuations observed in
tokamak plasmas are sufficient to pro-
duce the observed transport (1, 2); how-
ever, the direct connection of this turbu-
lence with the energy transport has not
been established. Consequently, under-
standing the nature of the turbulence and
its contribution to the transport is still a
major goal in this field of research.
Nature of the turbulence. It is typical

of tokamak plasmas that density fluctua-
tions are present throughout the life of
the plasma (5-13). The spatial scale (that
is, the typical wavelength) of these fluc-
tuations has been determined in numer-
ous experiments with both microwave
and laser scattering and metal probes
that can be inserted near the plasma edge
to measure density and electrical poten-
tial (5-13). In the scattering experiments,
the wavelength of the fluctuations is

measured directly by the angle of scat-
tering relative to the direction of the
incident electromagnetic radiation. Such
a scattering process is called Bragg scat-
tering, a term that onrginally referred to
the scattering of x-rays from the electron
distribution in a crystal. As in the crys-
talline case, scattering experiments in
plasmas measure the spatial distribution
of the electrons. From this kind of ex-
periment in tokamak plasmas, the mean
wavelength, Xfluct, of the density fluctua-
tions in the direction perpendicular to
the magnetic field is found to be of the
order of 1 cm (5-10, 13). In terms of the
parameters that characterize the plasma,
it is found that

Xfluct t 2iTpi (1)

where p,, the characteristic radius of
gyration of the plasma ions in the mag-
netic field, is typically a few millimeters.
The wavelength Xfluct is small com-

pared to the minor diameter of the plas-
ma, which is typically several tens of
centimeters. Consequently, these fluctu-
ations are frequently described as a mi-
croturbulence (5) to distinguish them
from macroscopic magnetohydrodynam-
ic (MHD) oscillations, which have wave-

Fig. 1. A tokamak
plasma. External
coils generate the
principal confining
magnetic field B, and
a current induced in
the plasma produces a
twist to the magnetic
field lines (not
shown). Turbulence
in the plasma is illus-
trated by dots in the
minor cross sections.
Waves, used to heat
the plasma and drive
currrents, can be ex-
cited by antennas at
the plasma edge.

Driven waves Plasma

Fig. 2. Frequency
spectrum of density
fluctuations in a plas- 4
ma in the Princeton C

Large Torus (PLT)

tokamak, shown from 1
a well-defined region D
and for a single wave- , 2
length of 0.9 cm
[adapted from (13)]. _X
The dashed curve is a
guide to thed eye and J
would be typical of an o
average over several -400 -200 0 200 400

plasmas. The spec- Frequency (kHz)

trum is much broader than the range offrequencies of 100 to 130 kHz which would be expected
for "linear" drift waves. This spectrum illustrates the turbulent nature of the density
fluctuations in tokamaks.
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lengths comparable to the plasma size
(14).
The tokamak plasma is a very aniso-

tropic system with a strong toroidal mag-
netic field and gradients in plasma densi-
ty and temperature perpendicular to the
magnetic field (Fig. 1). Laser and micro-
wave scattering experiments have shown
that the wavelengths associated with the
fluctuations are very similar in both di-
rections perpendicular to the magnetic
field (5-9). With CO2 laser scattering
experiments, it has also been shown that
the wavelengths of the fluctuations par-
allel to the toroidal magnetic field are
long compared to the wavelengths of the
fluctuations perpendicular to the field (6,
9, 11). Thus a qualitative picture is that
of a relatively isotropic, two-dimensional
turbulence in the plane perpendicular to
the toroidal magnetic field, with the
characteristic scale size of the turbu-
lence being small compared to the minor
diameter of the plasma (Fig. 1).
By use of scattering and probe tech-

niques, the characteristic frequency of
the fluctuations has been found to be in
the range of a few kilohertz to a few
hundred kilohertz. The mean frequency,
f, of the fluctuations is lower than the
characteristic frequency of gyration of
the plasma ions in the magnetic field, fci.
The experiments are (very roughly) con-
sistent with (4-13)

(2)
where Ln is the length associated with the
gradient in plasma density [Ln = nl(dnl
dr), where n is the plasma density and r
is the minor radius of the plasma]. Since
the frequency fci is typically tens of
megahertz and p/L, is of order 1/100, f
is in the range of hundreds of kilohertz.

It is plausible that the natural spatial
dimension of the turbulence in the direc-
tion perpendicular to the magnetic field
is of the order of the ion gyroradius pi
(Eq. 1), since, at the characteristic fre-
quencies of the turbulence, fluctuations
with these wavelengths are typically the
least stable (2, 15, 16). Also, the frequen-
cy described by Eq. 2 is qualitatively
consistent with the spatial scale of the
fluctuations and the fact that, in an inho-
mogeneous plasma such as that in a
tokamak, there is an associated drift
velocity, vd, of waves traveling in the
direction perpendicular to both the mag-
netic field and the density gradient.
Thus, one can imagine a disturbance of
wavelength 2'rrpi propagating at a veloci-
ty vd which results in a mean frequency
f (in the laboratory frame) equal to vd/
2irpi. This expression for the frequency
turns out to be identical to the right-hand
side of Eq. 2.
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ed from "classical" coulomb collisions
of the charged plasma particles (1, 2).
This enhanced transport of energy out
of the plasma is deleterious, since it
reduces the energy containment time.
Thus, understanding and controlling this
transport are very important to the goal
of achieving controlled nuclear fusion.
Crude estimates indicate that the tur-

bulent density fluctuations observed in
tokamak plasmas are sufficient to pro-
duce the observed transport (1, 2); how-
ever, the direct connection of this turbu-
lence with the energy transport has not
been established. Consequently, under-
standing the nature of the turbulence and
its contribution to the transport is still a
major goal in this field of research.
Nature of the turbulence. It is typical

of tokamak plasmas that density fluctua-
tions are present throughout the life of
the plasma (5-13). The spatial scale (that
is, the typical wavelength) of these fluc-
tuations has been determined in numer-
ous experiments with both microwave
and laser scattering and metal probes
that can be inserted near the plasma edge
to measure density and electrical poten-
tial (5-13). In the scattering experiments,
the wavelength of the fluctuations is

measured directly by the angle of scat-
tering relative to the direction of the
incident electromagnetic radiation. Such
a scattering process is called Bragg scat-
tering, a term that onrginally referred to
the scattering of x-rays from the electron
distribution in a crystal. As in the crys-
talline case, scattering experiments in
plasmas measure the spatial distribution
of the electrons. From this kind of ex-
periment in tokamak plasmas, the mean
wavelength, Xfluct, of the density fluctua-
tions in the direction perpendicular to
the magnetic field is found to be of the
order of 1 cm (5-10, 13). In terms of the
parameters that characterize the plasma,
it is found that

Xfluct t 2iTpi (1)

where p,, the characteristic radius of
gyration of the plasma ions in the mag-
netic field, is typically a few millimeters.
The wavelength Xfluct is small com-

pared to the minor diameter of the plas-
ma, which is typically several tens of
centimeters. Consequently, these fluctu-
ations are frequently described as a mi-
croturbulence (5) to distinguish them
from macroscopic magnetohydrodynam-
ic (MHD) oscillations, which have wave-

Fig. 1. A tokamak
plasma. External
coils generate the
principal confining
magnetic field B, and
a current induced in
the plasma produces a
twist to the magnetic
field lines (not
shown). Turbulence
in the plasma is illus-
trated by dots in the
minor cross sections.
Waves, used to heat
the plasma and drive
currrents, can be ex-
cited by antennas at
the plasma edge.
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Fig. 2. Frequency
spectrum of density
fluctuations in a plas- 4
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tokamak, shown from 1
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and for a single wave- , 2
length of 0.9 cm
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trum is much broader than the range offrequencies of 100 to 130 kHz which would be expected
for "linear" drift waves. This spectrum illustrates the turbulent nature of the density
fluctuations in tokamaks.
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lengths comparable to the plasma size
(14).
The tokamak plasma is a very aniso-

tropic system with a strong toroidal mag-
netic field and gradients in plasma densi-
ty and temperature perpendicular to the
magnetic field (Fig. 1). Laser and micro-
wave scattering experiments have shown
that the wavelengths associated with the
fluctuations are very similar in both di-
rections perpendicular to the magnetic
field (5-9). With CO2 laser scattering
experiments, it has also been shown that
the wavelengths of the fluctuations par-
allel to the toroidal magnetic field are
long compared to the wavelengths of the
fluctuations perpendicular to the field (6,
9, 11). Thus a qualitative picture is that
of a relatively isotropic, two-dimensional
turbulence in the plane perpendicular to
the toroidal magnetic field, with the
characteristic scale size of the turbu-
lence being small compared to the minor
diameter of the plasma (Fig. 1).
By use of scattering and probe tech-

niques, the characteristic frequency of
the fluctuations has been found to be in
the range of a few kilohertz to a few
hundred kilohertz. The mean frequency,
f, of the fluctuations is lower than the
characteristic frequency of gyration of
the plasma ions in the magnetic field, fci.
The experiments are (very roughly) con-
sistent with (4-13)

(2)
where Ln is the length associated with the
gradient in plasma density [Ln = nl(dnl
dr), where n is the plasma density and r
is the minor radius of the plasma]. Since
the frequency fci is typically tens of
megahertz and p/L, is of order 1/100, f
is in the range of hundreds of kilohertz.

It is plausible that the natural spatial
dimension of the turbulence in the direc-
tion perpendicular to the magnetic field
is of the order of the ion gyroradius pi
(Eq. 1), since, at the characteristic fre-
quencies of the turbulence, fluctuations
with these wavelengths are typically the
least stable (2, 15, 16). Also, the frequen-
cy described by Eq. 2 is qualitatively
consistent with the spatial scale of the
fluctuations and the fact that, in an inho-
mogeneous plasma such as that in a
tokamak, there is an associated drift
velocity, vd, of waves traveling in the
direction perpendicular to both the mag-
netic field and the density gradient.
Thus, one can imagine a disturbance of
wavelength 2'rrpi propagating at a veloci-
ty vd which results in a mean frequency
f (in the laboratory frame) equal to vd/
2irpi. This expression for the frequency
turns out to be identical to the right-hand
side of Eq. 2.
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Low-Frequency “Quasilinear” Transport

In general the perturbed potential is determined by
Poisson’s equation

π2f524pe~dni2dne!. (9)

In this self-consistent field problem dna

5dna„x,f(x,t)…. For structures that are large compared
to the electron Debye length lDe5(kBTe/4pNe

2)1/2;
however, the fractional charge separation allowed by the
Poisson equation is small. From Eq. (9) the fractional
deviation of electron and ion density is

~dni2dne!

N
5S

2kBTe

4pe
2
N

Dπ2S
ef

kBTe

D

&S
lDe

2

dx
2D S

ef

kBTe

D!1. (10)

Thus the principle of quasineutrality applies. In the
quasineutral regime the plasma potential adjusts its
value to make ni(f)5ne(f) to the first order in
lDe

2 /dx
2. The resulting small fractional charge separa-

tion is computed from Poisson’s equation using the po-
tential rather than vice versa. All the drift-wave dynam-
ics discussed in this review are in the regime of
quasineutrality where r̃Q5Saqaña50 determines the
evolution of the electrostatic potential and the plasma
eigenmodes. Here a is the species index for particles of
charge qa and density na . In terms of the particle cur-
rents ja the quasineutral dynamics is given by Saπ•ja

50. In plasma physics it is conventional to measure tem-
perature in energy units kBTe!Te leaving free the k

symbol for a wave number k associated with the fluctua-
tions. The discussion regarding Fig. 1 applies equally
well to each cell of a wave with dx.p/k . Figure 2 shows
the three-dimensional structure of the drift wave as ob-
served, for example, in either a Q machine or the Co-
lumbia Linear Machine (see Sec. II.B), with the m52
mode dominant. We return to analyze the convection in
Figs. 1 and 2 in Sec. C after discussing the general fea-
tures of the fluctuations.

The condition for the electrons to establish the
Boltzmann distribution in the drift-wave–ion acoustic
wave disturbances follows from the parallel electron
force balance equation. For fluctuations with the parallel
variation k i52p/l i sufficiently strong so that electrons
with thermal velocity ve5(Te /me)1/2 move rapidly along
k i compared with time rate of change of the fields (v

,kive) the dominant terms in the electron fluid force
balance equation

meneS
du

i

e

dt
D 52eneE i2π ipe1

nemej i

e
(11)

are the electric field E i52π if and the isothermal pres-
sure gradient π ipe5Teπ ine . The temperature gradient
is small compared with density gradient due to the fast
electron thermal flow associated with k ive.v . Thus
much of the low-frequency drift-wave dynamics falls in
the regime where the Boltzmann description of the elec-
tron response

dne5NFexpS
ef

Te

D21 G
applies in the form

dne>

Nef

Te

. (12)

Here in the last step it is convenient to adopt an equality
in the sense of defining the linear, adiabatic electron
model. The model requires that ef/Te!1 and k ive

@(n
e

21v2)1/2. For example, both the Hasegawa-Mima
equation and the ideal ion temperature gradient (ITG)
model rely on the adiabatic electron model defined by
Eq. (12). For the simple drift-wave instability, however,
the adiabatic electron response defined by Eq. (12) is
broken by dissipation as we now discuss.

After dropping the electron inertia (me!0) the par-
allel electron force balance becomes

E i1
π ipe

ene

1
b̂•~π•pe!

ene

5hji ,

where pe is the traceless momentum stress tensor that
includes the electron viscosity and h is the electrical
resistivity. Using collisional or neoclassical
transport theory, the nonadiabatic contributions to
Eq. (12) can be computed. For the collisional regime
ne.k ive the electron temperature fluctuations dTe /Te

;(vne /k
i

2ve

2)(dne /ne) and the resistivity contribution
to dne are of the same order, both giving rise to a dne-f

FIG. 1. Drift-wave mechanism showing E3B convection in a
nonuniform, magnetized plasma.

FIG. 2. Three-dimensional configuration of the drift-wave
fields in a cylinder.
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Drift waves and transport

W. Horton
Institute for Fusion Studies, The University of Texas, Austin, Texas 78712

Drift waves occur universally in magnetized plasmas producing the dominant mechanism for the
transport of particles, energy and momentum across magnetic field lines. A wealth of information
obtained from quasistationary laboratory experiments for plasma confinement is reviewed for drift
waves driven unstable by density gradients, temperature gradients and trapped particle effects. The
modern understanding of Bohm transport and the role of sheared flows and magnetic shear in
reducing the transport to the gyro-Bohm rate are explained and illustrated with large scale computer
simulations. The types of mixed wave and vortex turbulence spontaneously generated in nonuniform
plasmas are derived with reduced magnetized fluid descriptions. The types of theoretical descriptions
reviewed include weak turbulence theory, Kolmogorov anisotropic spectral indices, and the mixing
length. A number of standard turbulent diffusivity formulas are given for the various space-time scales
of the drift-wave turbulent mixing. [S0034-6861(99)00803-X]
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I. INTRODUCTION

The past decade of research in plasma confinement
has shown that plasma transport across the magnetic
field is largely controlled by low-frequency drift-wave
fluctuations. The purpose of this review is to describe
the current understanding of the drift-wave transport
phenomenon. This area of research is rich with many
theoretical and computational tools and laboratory ex-
periments developed over the past several decades in
the magnetic fusion energy research programs through-
out the world. The present review necessarily selects a
small fraction of the information currently available
about the role of low-frequency drift-wave fluctuations
and the associated plasma transport in magnetized plas-
mas.

Transport in high-temperature ionized gases called
plasmas is dominated by the long-range collective
electric-field Ekv part of the Coulomb interactions be-
tween the charged particles. Here the subscripts kv
specify the vector wave-number k and the angular fre-
quency v of the electric-field fluctuation Ekv . For a
plasma of density n and temperature T the single-
particle Coulomb electric field falls off exponentially be-
yond the Debye shielding length lD5(kBT/4pne

2)1/2

where kB is the Boltzmann constant. Thus we character-
ize the electric-field fluctuations at kv as collective self-
consistent field interactions for klD!1 and collisional
binary interactions for klD*1. For plasmas with a large
number of particles in the Debye sphere ND

5(4p/3)nl
D

3 @1 the collective electric fields dominate
the plasma dynamics through the collective modes. For
unmagnetized plasma the collective modes are the high-
frequency electron plasma oscillations vpe

5(4pne
2/me)1/2 and the low-frequency ion acoustic

waves v56k(kBTe /mi)1/2 with these low-frequency os-
cillations determining the plasma transport properties of
resistivity and thermal conductivity when driven un-
stable by substantial plasma currents and temperature
gradients. For magnetized plasmas there are many col-
lective modes, but again the lowest frequency modes
(v!eB/mic[vci) dominate the transport. At these low
frequencies the ion acoustic oscillations are determined
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Drift waves occur universally in magnetized plasmas producing the dominant mechanism for the
transport of particles, energy and momentum across magnetic field lines. A wealth of information
obtained from quasistationary laboratory experiments for plasma confinement is reviewed for drift
waves driven unstable by density gradients, temperature gradients and trapped particle effects. The
modern understanding of Bohm transport and the role of sheared flows and magnetic shear in
reducing the transport to the gyro-Bohm rate are explained and illustrated with large scale computer
simulations. The types of mixed wave and vortex turbulence spontaneously generated in nonuniform
plasmas are derived with reduced magnetized fluid descriptions. The types of theoretical descriptions
reviewed include weak turbulence theory, Kolmogorov anisotropic spectral indices, and the mixing
length. A number of standard turbulent diffusivity formulas are given for the various space-time scales
of the drift-wave turbulent mixing. [S0034-6861(99)00803-X]
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I. INTRODUCTION

The past decade of research in plasma confinement
has shown that plasma transport across the magnetic
field is largely controlled by low-frequency drift-wave
fluctuations. The purpose of this review is to describe
the current understanding of the drift-wave transport
phenomenon. This area of research is rich with many
theoretical and computational tools and laboratory ex-
periments developed over the past several decades in
the magnetic fusion energy research programs through-
out the world. The present review necessarily selects a
small fraction of the information currently available
about the role of low-frequency drift-wave fluctuations
and the associated plasma transport in magnetized plas-
mas.

Transport in high-temperature ionized gases called
plasmas is dominated by the long-range collective
electric-field Ekv part of the Coulomb interactions be-
tween the charged particles. Here the subscripts kv
specify the vector wave-number k and the angular fre-
quency v of the electric-field fluctuation Ekv . For a
plasma of density n and temperature T the single-
particle Coulomb electric field falls off exponentially be-
yond the Debye shielding length lD5(kBT/4pne

2)1/2

where kB is the Boltzmann constant. Thus we character-
ize the electric-field fluctuations at kv as collective self-
consistent field interactions for klD!1 and collisional
binary interactions for klD*1. For plasmas with a large
number of particles in the Debye sphere ND

5(4p/3)nl
D

3 @1 the collective electric fields dominate
the plasma dynamics through the collective modes. For
unmagnetized plasma the collective modes are the high-
frequency electron plasma oscillations vpe

5(4pne
2/me)1/2 and the low-frequency ion acoustic

waves v56k(kBTe /mi)1/2 with these low-frequency os-
cillations determining the plasma transport properties of
resistivity and thermal conductivity when driven un-
stable by substantial plasma currents and temperature
gradients. For magnetized plasmas there are many col-
lective modes, but again the lowest frequency modes
(v!eB/mic[vci) dominate the transport. At these low
frequencies the ion acoustic oscillations are determined
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In general the perturbed potential is determined by
Poisson’s equation

π2f524pe~dni2dne!. (9)

In this self-consistent field problem dna

5dna„x,f(x,t)…. For structures that are large compared
to the electron Debye length lDe5(kBTe/4pNe

2)1/2;
however, the fractional charge separation allowed by the
Poisson equation is small. From Eq. (9) the fractional
deviation of electron and ion density is

~dni2dne!

N
5S

2kBTe

4pe
2
N

Dπ2S
ef

kBTe

D

&S
lDe

2

dx
2D S

ef

kBTe

D!1. (10)

Thus the principle of quasineutrality applies. In the
quasineutral regime the plasma potential adjusts its
value to make ni(f)5ne(f) to the first order in
lDe

2 /dx
2. The resulting small fractional charge separa-

tion is computed from Poisson’s equation using the po-
tential rather than vice versa. All the drift-wave dynam-
ics discussed in this review are in the regime of
quasineutrality where r̃Q5Saqaña50 determines the
evolution of the electrostatic potential and the plasma
eigenmodes. Here a is the species index for particles of
charge qa and density na . In terms of the particle cur-
rents ja the quasineutral dynamics is given by Saπ•ja

50. In plasma physics it is conventional to measure tem-
perature in energy units kBTe!Te leaving free the k

symbol for a wave number k associated with the fluctua-
tions. The discussion regarding Fig. 1 applies equally
well to each cell of a wave with dx.p/k . Figure 2 shows
the three-dimensional structure of the drift wave as ob-
served, for example, in either a Q machine or the Co-
lumbia Linear Machine (see Sec. II.B), with the m52
mode dominant. We return to analyze the convection in
Figs. 1 and 2 in Sec. C after discussing the general fea-
tures of the fluctuations.

The condition for the electrons to establish the
Boltzmann distribution in the drift-wave–ion acoustic
wave disturbances follows from the parallel electron
force balance equation. For fluctuations with the parallel
variation k i52p/l i sufficiently strong so that electrons
with thermal velocity ve5(Te /me)1/2 move rapidly along
k i compared with time rate of change of the fields (v

,kive) the dominant terms in the electron fluid force
balance equation

meneS
du

i

e

dt
D 52eneE i2π ipe1

nemej i

e
(11)

are the electric field E i52π if and the isothermal pres-
sure gradient π ipe5Teπ ine . The temperature gradient
is small compared with density gradient due to the fast
electron thermal flow associated with k ive.v . Thus
much of the low-frequency drift-wave dynamics falls in
the regime where the Boltzmann description of the elec-
tron response

dne5NFexpS
ef

Te

D21 G
applies in the form

dne>

Nef

Te

. (12)

Here in the last step it is convenient to adopt an equality
in the sense of defining the linear, adiabatic electron
model. The model requires that ef/Te!1 and k ive

@(n
e

21v2)1/2. For example, both the Hasegawa-Mima
equation and the ideal ion temperature gradient (ITG)
model rely on the adiabatic electron model defined by
Eq. (12). For the simple drift-wave instability, however,
the adiabatic electron response defined by Eq. (12) is
broken by dissipation as we now discuss.

After dropping the electron inertia (me!0) the par-
allel electron force balance becomes

E i1
π ipe

ene

1
b̂•~π•pe!

ene

5hji ,

where pe is the traceless momentum stress tensor that
includes the electron viscosity and h is the electrical
resistivity. Using collisional or neoclassical
transport theory, the nonadiabatic contributions to
Eq. (12) can be computed. For the collisional regime
ne.k ive the electron temperature fluctuations dTe /Te

;(vne /k
i

2ve

2)(dne /ne) and the resistivity contribution
to dne are of the same order, both giving rise to a dne-f

FIG. 1. Drift-wave mechanism showing E3B convection in a
nonuniform, magnetized plasma.

FIG. 2. Three-dimensional configuration of the drift-wave
fields in a cylinder.

738 W. Horton: Drift waves and transport

Rev. Mod. Phys., Vol. 71, No. 3, April 1999

phase difference of order dk.(vne /k
i

2ve

2) compared to
unity. For the collisionless regime the electron parallel
viscosity m

i

e and the parallel thermal flux π•q
i

e

.2(2/p)1/2
uk iuvedpe dominate the deviation dkv from

the Boltzmann distribution. These collisionless closures
of the fluid equations are given in Hammett and Perkins,
1990; Chang and Callen, 1992; Dorland and Hammett,
1993; Beer and Hummett, 1996; and Waltz et al., 1997.

There are many calculations for the nonadiabatic elec-
tron response based on the truncated chain of electron
hydrodynamic equations (Braginskii, 1965; Horton and
Varma, 1972) and on the kinetic equations (Tang, 1978;
Kadomtsev and Pogutse, 1979; Horton, 1990). The gen-
eral results are complicated by the distinction between
the trapped and passing electron orbits and the collision-
ally broadened resonances of the electron guiding center
drift orbits with the wave. For the purpose of the review
we note that once the collisionality and geometry are
specified (e.g., collisional, collisionless, trapped electron
in toroidal or mirror geometry) the nonadiabatic behav-
ior is given by

dne ,k5
Nefk

Te

~12idk!, (13)

where the k dependence of dk is d2k52dk . Thus idk
corresponds to an anti-Hermitian spatial operator de-
scribing the electron dissipation from transport coeffi-
cients in the collisional regime and from the resonant
electron-wave interactions in the collisionless regime.
The phase shift given by idk will cause the density
maxima to lead the potential maxima, which produces
an exponential growth e

gkt with gk /vk}dk . Clearly the
growth works both in the collisionless and collisional re-
gime but turns into a decay for the opposite direction of
the phase shift dk,0. The origin of the exponential
growth is shown in Fig. 3 where we see that the phase
shift of the density maximum produces an imbalance in
the right and left convective fluxes across the x5const
surface. The initial density perturbation is reinforced in

proportion to itself and the N.2N, density gradient
for cdn ,f.0. With a positive phase shift there is a net
transport of plasma down the density gradient across the
confining magnetic field. This transport is a universal
feature for the many varieties of drift waves in different
regimes of plasma collisionality and different confine-
ment geometries.

B. Drift waves in the laboratory

The collisional drift waves with idk determined by re-
sistivity and thermal diffusivity were the first drift waves
to be discovered and thoroughly investigated. The iden-
tification was made in low-temperature steady-state
plasmas produced by thermal (contact) ionization of Al-
kali elements (principally cesium and potassium) in long
cylindrical devices called Q machines. Here the Q is for
the quiescent plasmas produced in this system. Detailed
correlations between the observed potential-density
waves with the properties predicted by the linear disper-
sion relation and the single-wave finite amplitude formu-
las were used by Hendel et al. (1968) to establish that
the localized, 10 kHz rotating wave structures were the
drift waves. The drift-wave phase shift dk.0 in Eq. (13)
is measured in the Q machine. The density ñ/n and po-
tential ef̃/Te waves are approximately equal in ampli-
tude with ñ leading f̃ by 30° to 45° for the Hendel et al.

(1968) experiment. Vortex dynamics has also been ob-
served in the plasmas produced in Q machines. In the
experiments of Pécseli et al. (1984, 1985), externally ex-
cited vortices of like signs were shown to coalesce into
one vortex. Vortices of opposite signs were reported to
interact with each other but no claim was made about
the formation of a dipole vortex pair. The presence of
vortices in a spectrum of waves changes the wave num-
ber spectrum making energy spectrum decay as k'

2m

with the spectral decay index appreciably larger than the
value of m53 derived in Sec. V.C for drift-wave turbu-
lence.

A variety of drift-type instabilities relevant to toroidal
magnetic fusion devices, including the trapped electron
modes by Prager, Sen, and Marshall (1974), the trapped
ion instability by Slough, Navratil, and Sen (1982), the
collisionless curvature-driven trapped particle mode by
Scarmozzino, Sen, and Navratil (1986), have been pro-
duced and identified in the Columbia Linear Machine.

The drift wave driven by the radial ion temperature
gradient in a collisionless cylindrical plasma was demon-
strated in the modified Columbia Linear Machine by
Sen, Chen, and Mauel (1991) by using biased wire
screens to create a Ti'(r) gradient sufficient to excite a
new m52,10 kHz (in the plasma frame) drift-wave oscil-
lation. The toroidal ion temperature gradient mode
driven by the magnetic curvature was also produced and
identified by Chen and Sen (1995) in the same machine.
In all these experiments the plasma is in a steady state
like the Q-machine experiments except that the plasma
temperatures are an order of magnitude higher (Ti

*Te;8 eV), the density is lower (N;109 cm23), as re-
quired for low collisionality (n,vk), and the working
gas is hydrogen. There are approximately ten ion gyro-
radii in the plasma radius.

FIG. 3. A segment of a drift-wave fluctuation showing the
variation of the electrostatic potential perpendicular to the
magnetic field at a given instant of time. The contours of w
5const in the plane perpendicular to B ẑ are the stream lines
of the E3B particle motion. A segment of the correlated but
phase shifted density variation dn . The potential and density
variation are out of phase by cdn ,w with the density fluctuation
leading the potential fluctuation for propagation along the
positive ŷ axis.
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organic material in any unit below unit 1, and
(v) the lack of evidence of vegetation growth
except locally within units 2 and 3. Because
intense precipitation along the arid Peruvian
coast is typically associated with El Niño events
today, we infer that such events also produced
the debris-flow and flood deposits at Quebrada
Tacahuay.

Radiocarbon dating of units 1, 2, 3, 4, 4c3,
and 8 (Table 1 and Fig. 2) divide the sedi-
mentary history of the site after deposition of
unit 8 into three periods. First, between about
12,500 and 8900 to 8700 cal. yr B.P., four
extensive debris flows (units 2, 3, 6, and 7)
and an extensive sheetflood (unit 4) covered
the site—an average of one sedimentation
event every 700 to 800 years. In contrast,
between about 8900 to 8700 and about 5300
cal. yr B.P., the only flood or debris-flow
sediments deposited were two thin and fine-
grained debris-flow units confined to a small
channel and exposed in only one profile
(units 4c1 and 4c2, Fig. 2). Flood and debris-
flow activity thus diminished significantly in
both severity and frequency during this peri-
od, which corresponds to the !8900 to 5700
cal. yr B.P. (8000 to 5000 14C yr B.P.) hiatus
in El Niño activity deduced from shell-mid-
den data farther north (12). Finally, at !5300
cal. yr B.P., another extensive debris-flow
deposit (unit 1) covered the site at Quebrada
Tacahuay before sediment supply was cut off
by incision of the present main channel (Fig.
1). The debris-flow and flood deposits under-
lying unit 8 have not been dated but are older
than the !12,700 to 12,500 cal. yr B.P. age of
that unit. The similarities between them and
the younger sediments suggest that condi-
tions producing El Niño events were also
present there in the Pleistocene.

The Quebrada Tacahuay site was almost
certainly used largely or entirely for obtaining
maritime resources as indicated by the over-
whelming proportion of maritime elements
(99.8%) in the faunal remains. Indications that
most or all of these remains were associated
with anthropogenic activity include evidence of
butchering, the large numbers of burned bones,
the presence of marine mollusk fragments, and
the spatial association of the remains with the
hearth and lithic artifacts. The primary activ-
ity at the site evidently was processing sea-
birds, and secondary activities included pro-
cessing fish and shellfish. We therefore infer
that people with a maritime-based economy
were present there about 12,700 to 12,500
years ago, during the period when the Andean
coast was first settled. After that time, cata-
strophic floods and debris flows may have
affected the occupation history of the site. A
debris flow inundated the site, possibly when
it was still in use, and the locality was not
reoccupied until !3500 years later, when
flood and debris-flow activity had substan-
tially diminished.
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Turbulent Transport Reduction
by Zonal Flows: Massively

Parallel Simulations
Z. Lin,* T. S. Hahm, W. W. Lee, W. M. Tang, R. B. White

Three-dimensional gyrokinetic simulations of microturbulence in magnetically
confined toroidal plasmas with massively parallel computers showed that, with
linear flow damping, an asymptotic residual flow develops in agreement with
analytic calculations. Nonlinear global simulations of instabilities driven by
temperature gradients in the ion component of the plasma support the view
that turbulence-driven fluctuating zonal flows can substantially reduce turbu-
lent transport. Finally, the outstanding differences in the flow dynamics ob-
served in global and local simulations are found to be due to profile variations.

Turbulence shear suppression by E " B
flows (plasma flows induced by an electric
field perpendicular to a magnetic field line) is
the most likely mechanism responsible for
the transition to various forms of enhanced
confinement regimes observed in magnetical-
ly confined plasmas (1). Understanding the
mechanisms of turbulence suppression (2, 3)
and developing techniques to control turbu-
lence are needed for developing magnetic

fusion. Recent experimental data from toka-
maks (4) revealed the presence of small ra-
dial-scale E " B flows that cannot be ex-
plained by the existing neoclassical (Cou-
lomb collisional) theory. These observations
point to the possibility that E " B zonal
flows generate spontaneously and regulate
the turbulence. Turbulent transport is believed
to arise from electrostatic pressure-gradient–
driven instabilities. These highly complex non-
linear phenomena can be most effectively in-
vestigated by numerical experiments. One of
the most promising approaches is gyrokinetic
particle-in-cell simulation (5), which suppress-

Princeton Plasma Physics Laboratory, Princeton Uni-
versity, Post Office Box 451, Princeton, NJ 08543,
USA.
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organic material in any unit below unit 1, and
(v) the lack of evidence of vegetation growth
except locally within units 2 and 3. Because
intense precipitation along the arid Peruvian
coast is typically associated with El Niño events
today, we infer that such events also produced
the debris-flow and flood deposits at Quebrada
Tacahuay.

Radiocarbon dating of units 1, 2, 3, 4, 4c3,
and 8 (Table 1 and Fig. 2) divide the sedi-
mentary history of the site after deposition of
unit 8 into three periods. First, between about
12,500 and 8900 to 8700 cal. yr B.P., four
extensive debris flows (units 2, 3, 6, and 7)
and an extensive sheetflood (unit 4) covered
the site—an average of one sedimentation
event every 700 to 800 years. In contrast,
between about 8900 to 8700 and about 5300
cal. yr B.P., the only flood or debris-flow
sediments deposited were two thin and fine-
grained debris-flow units confined to a small
channel and exposed in only one profile
(units 4c1 and 4c2, Fig. 2). Flood and debris-
flow activity thus diminished significantly in
both severity and frequency during this peri-
od, which corresponds to the !8900 to 5700
cal. yr B.P. (8000 to 5000 14C yr B.P.) hiatus
in El Niño activity deduced from shell-mid-
den data farther north (12). Finally, at !5300
cal. yr B.P., another extensive debris-flow
deposit (unit 1) covered the site at Quebrada
Tacahuay before sediment supply was cut off
by incision of the present main channel (Fig.
1). The debris-flow and flood deposits under-
lying unit 8 have not been dated but are older
than the !12,700 to 12,500 cal. yr B.P. age of
that unit. The similarities between them and
the younger sediments suggest that condi-
tions producing El Niño events were also
present there in the Pleistocene.

The Quebrada Tacahuay site was almost
certainly used largely or entirely for obtaining
maritime resources as indicated by the over-
whelming proportion of maritime elements
(99.8%) in the faunal remains. Indications that
most or all of these remains were associated
with anthropogenic activity include evidence of
butchering, the large numbers of burned bones,
the presence of marine mollusk fragments, and
the spatial association of the remains with the
hearth and lithic artifacts. The primary activ-
ity at the site evidently was processing sea-
birds, and secondary activities included pro-
cessing fish and shellfish. We therefore infer
that people with a maritime-based economy
were present there about 12,700 to 12,500
years ago, during the period when the Andean
coast was first settled. After that time, cata-
strophic floods and debris flows may have
affected the occupation history of the site. A
debris flow inundated the site, possibly when
it was still in use, and the locality was not
reoccupied until !3500 years later, when
flood and debris-flow activity had substan-
tially diminished.
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Turbulent Transport Reduction
by Zonal Flows: Massively

Parallel Simulations
Z. Lin,* T. S. Hahm, W. W. Lee, W. M. Tang, R. B. White

Three-dimensional gyrokinetic simulations of microturbulence in magnetically
confined toroidal plasmas with massively parallel computers showed that, with
linear flow damping, an asymptotic residual flow develops in agreement with
analytic calculations. Nonlinear global simulations of instabilities driven by
temperature gradients in the ion component of the plasma support the view
that turbulence-driven fluctuating zonal flows can substantially reduce turbu-
lent transport. Finally, the outstanding differences in the flow dynamics ob-
served in global and local simulations are found to be due to profile variations.

Turbulence shear suppression by E " B
flows (plasma flows induced by an electric
field perpendicular to a magnetic field line) is
the most likely mechanism responsible for
the transition to various forms of enhanced
confinement regimes observed in magnetical-
ly confined plasmas (1). Understanding the
mechanisms of turbulence suppression (2, 3)
and developing techniques to control turbu-
lence are needed for developing magnetic

fusion. Recent experimental data from toka-
maks (4) revealed the presence of small ra-
dial-scale E " B flows that cannot be ex-
plained by the existing neoclassical (Cou-
lomb collisional) theory. These observations
point to the possibility that E " B zonal
flows generate spontaneously and regulate
the turbulence. Turbulent transport is believed
to arise from electrostatic pressure-gradient–
driven instabilities. These highly complex non-
linear phenomena can be most effectively in-
vestigated by numerical experiments. One of
the most promising approaches is gyrokinetic
particle-in-cell simulation (5), which suppress-
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es the rapid gyromotion of a charged particle
about the magnetic field line. By use of low-
noise numerical algorithms (6, 7) and massive-
ly parallel computers, we were able to repro-
duce key features of turbulent transport ob-
served at the core of tokamak plasmas.

Previous toroidal gyrokinetic and gy-
rofluid (8) simulations of instabilities driven
by the ion-temperature gradient (ITG) in a
local geometry, which follows a magnetic
field line (8–10), have indicated that turbu-
lence-driven zonal flows play a crucial role in
regulating nonlinear saturation and transport
levels. However, global gyrokinetic simula-
tions, which treat the whole plasma volume,
either did not include (11) or did not observe
(12, 13) substantial effects of these self-gen-
erated flows in steady-state transport. Be-
cause local simulations are restricted to a
flux-tube domain of a few turbulence decor-
relation lengths with radially periodic bound-
ary conditions and assume scale separation
between the turbulence and equilibrium pro-
files, the key issues of transport scaling and
effects of steep pressure profiles in transport
barriers can be most effectively studied in
global simulations.

We developed a fully three-dimensional
(3D) global gyrokinetic toroidal code (GTC)
(7) based on the low-noise nonlinear !f
scheme (6) for studying both turbulence and
neoclassical physics. The code uses a general
geometry Poisson solver (14) and Hamiltoni-
an guiding center equations of motion (15) in
magnetic coordinates (16) to treat both ad-
vanced axisymmetric and nonaxisymmetric
configurations with realistic numerical mag-
netohydrodynamics equilibria. This global
code takes into account equilibrium profile
variation effects and has low particle noise.
Furthermore, a single code can simulate both
a full poloidal cross section and an annular
box to provide a connection between global
and local simulations. The GTC code was
implemented as a platform-independent pro-
gram and achieved nearly perfect scalability
on various massively parallel processing
(MPP) systems (for example, CRAY-T3E

and Origin-2000 supercomputers). This scal-
ability enables us to fully use the rapidly
increasing MPP computer power that present-
ly allows routine nonlinear simulations of
more than 108 particles to treat realistic plas-
mas parameters of existing fusion experi-
ments. Nevertheless, a more than two orders
of magnitude increase in computing power
will be required to assess turbulent transport
properties of reactor-relevant plasmas with
additional key features such as nonadiabatic
electron response, electromagnetic perturba-
tions, and larger system size.

The GTC code was benchmarked against
earlier analytic and computational models for
neoclassical transport (17) and toroidal ITG
simulations (7). Linear ITG growth rates and
real frequencies agree well with results from
linear gyrofluid code (8) calculations, and
steady-state transport results are consistent
with those from global gyrokinetic Cartesian
code (11) nonlinear simulations when turbu-
lence-driven E " B flows are suppressed. We
tested convergence by varying the size of
each time step, the number of grid points, and
the number of particles in nonlinear simula-
tions. The convergence of the ion heat con-
ductivity #i and fluctuation energy level with
respect to the number of particles was dem-
onstrated in nonlinear simulations with 20
million grid points with representative plas-
ma parameters from tokamak experiments.
The ion heat conductivity remained un-
changed when the number of particles was
increased from 32 million to 80 million. Sim-
ilar convergence of the fluctuation energy
was obtained with 80 million particles.

Turbulence-generated zonal flows in toroi-
dal plasmas are driven by the flux-surface–
averaged radially local charge separation and
mainly in the poloidal direction for high–aspect
ratio devices. Rosenbluth and Hinton (18)

showed that an accurate prediction of the un-
damped component of poloidal flows is impor-
tant in determining the transport level in non-
linear turbulence simulations and provided an
analytical test for predicting the residual flow
level in response to an initial flow perturbation.
We reproduced this test in gyrokinetic particle
simulations by solving the toroidal gyrokinetic
equation (19) with an initial source that is con-
stant on a flux surface and introduced a pertur-
bation of the poloidal flow. This flow was
relaxed through the transit time magnetic
pumping effect (20) followed by a slower
damped oscillation with a characteristic fre-
quency corresponding to that of the geodesic
acoustic mode (21). The residual level of this
flow measured from the simulation agrees well
with the theoretical prediction (18).

Turbulence-driven zonal flows are now
self-consistently included in the nonlinear
simulations of toroidal ITG instabilities. The
flows are generated by the Reynolds stress
(22) and can be considered as a nonlinear
instability associated with inverse cascade of
the turbulent spectra (23). Our global simu-
lations produced fluctuating E " B zonal
flows containing substantial components with
radial scales and frequencies comparable to
those of the turbulence. These results are in
qualitative agreement with flux-tube simula-
tions (8, 10) and demonstrate the possible
existence and the importance of such fluctu-
ating flows. These simulations used represen-
tative parameters of DIII-D tokamak high
confinement mode core plasmas, which have
a peak ion-temperature gradient at minor ra-
dius r $ 0.5 a with the following local param-
eters: R0/LT $ 6.9, Ln /LT $ 3.2, q $ 1.4,
(r/q )(dq /dr) $ 0.78, Te/Ti $ 1, and a/R0 $
0.36, where R0 is the major radius, LT and Ln

are the temperature and density gradient scale
lengths, respectively, Ti is the ion tempera-

Fig. 1. Time history of ion heat conductivities
with (solid) and without (dotted) E " B flows
in global simulations with realistic plasma
parameters.

Fig. 2. Poloidal contour plots of fluctuation potential (e%/Ti) in the steady state of nonlinear global
simulation with E " B flows included (A) and with the flows suppressed (B). The dominant poloidal
spectrum k& $ 0 mode is filtered out to highlight the differences in the turbulent eddy size.
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es the rapid gyromotion of a charged particle
about the magnetic field line. By use of low-
noise numerical algorithms (6, 7) and massive-
ly parallel computers, we were able to repro-
duce key features of turbulent transport ob-
served at the core of tokamak plasmas.

Previous toroidal gyrokinetic and gy-
rofluid (8) simulations of instabilities driven
by the ion-temperature gradient (ITG) in a
local geometry, which follows a magnetic
field line (8–10), have indicated that turbu-
lence-driven zonal flows play a crucial role in
regulating nonlinear saturation and transport
levels. However, global gyrokinetic simula-
tions, which treat the whole plasma volume,
either did not include (11) or did not observe
(12, 13) substantial effects of these self-gen-
erated flows in steady-state transport. Be-
cause local simulations are restricted to a
flux-tube domain of a few turbulence decor-
relation lengths with radially periodic bound-
ary conditions and assume scale separation
between the turbulence and equilibrium pro-
files, the key issues of transport scaling and
effects of steep pressure profiles in transport
barriers can be most effectively studied in
global simulations.

We developed a fully three-dimensional
(3D) global gyrokinetic toroidal code (GTC)
(7) based on the low-noise nonlinear !f
scheme (6) for studying both turbulence and
neoclassical physics. The code uses a general
geometry Poisson solver (14) and Hamiltoni-
an guiding center equations of motion (15) in
magnetic coordinates (16) to treat both ad-
vanced axisymmetric and nonaxisymmetric
configurations with realistic numerical mag-
netohydrodynamics equilibria. This global
code takes into account equilibrium profile
variation effects and has low particle noise.
Furthermore, a single code can simulate both
a full poloidal cross section and an annular
box to provide a connection between global
and local simulations. The GTC code was
implemented as a platform-independent pro-
gram and achieved nearly perfect scalability
on various massively parallel processing
(MPP) systems (for example, CRAY-T3E

and Origin-2000 supercomputers). This scal-
ability enables us to fully use the rapidly
increasing MPP computer power that present-
ly allows routine nonlinear simulations of
more than 108 particles to treat realistic plas-
mas parameters of existing fusion experi-
ments. Nevertheless, a more than two orders
of magnitude increase in computing power
will be required to assess turbulent transport
properties of reactor-relevant plasmas with
additional key features such as nonadiabatic
electron response, electromagnetic perturba-
tions, and larger system size.

The GTC code was benchmarked against
earlier analytic and computational models for
neoclassical transport (17) and toroidal ITG
simulations (7). Linear ITG growth rates and
real frequencies agree well with results from
linear gyrofluid code (8) calculations, and
steady-state transport results are consistent
with those from global gyrokinetic Cartesian
code (11) nonlinear simulations when turbu-
lence-driven E " B flows are suppressed. We
tested convergence by varying the size of
each time step, the number of grid points, and
the number of particles in nonlinear simula-
tions. The convergence of the ion heat con-
ductivity #i and fluctuation energy level with
respect to the number of particles was dem-
onstrated in nonlinear simulations with 20
million grid points with representative plas-
ma parameters from tokamak experiments.
The ion heat conductivity remained un-
changed when the number of particles was
increased from 32 million to 80 million. Sim-
ilar convergence of the fluctuation energy
was obtained with 80 million particles.

Turbulence-generated zonal flows in toroi-
dal plasmas are driven by the flux-surface–
averaged radially local charge separation and
mainly in the poloidal direction for high–aspect
ratio devices. Rosenbluth and Hinton (18)

showed that an accurate prediction of the un-
damped component of poloidal flows is impor-
tant in determining the transport level in non-
linear turbulence simulations and provided an
analytical test for predicting the residual flow
level in response to an initial flow perturbation.
We reproduced this test in gyrokinetic particle
simulations by solving the toroidal gyrokinetic
equation (19) with an initial source that is con-
stant on a flux surface and introduced a pertur-
bation of the poloidal flow. This flow was
relaxed through the transit time magnetic
pumping effect (20) followed by a slower
damped oscillation with a characteristic fre-
quency corresponding to that of the geodesic
acoustic mode (21). The residual level of this
flow measured from the simulation agrees well
with the theoretical prediction (18).

Turbulence-driven zonal flows are now
self-consistently included in the nonlinear
simulations of toroidal ITG instabilities. The
flows are generated by the Reynolds stress
(22) and can be considered as a nonlinear
instability associated with inverse cascade of
the turbulent spectra (23). Our global simu-
lations produced fluctuating E " B zonal
flows containing substantial components with
radial scales and frequencies comparable to
those of the turbulence. These results are in
qualitative agreement with flux-tube simula-
tions (8, 10) and demonstrate the possible
existence and the importance of such fluctu-
ating flows. These simulations used represen-
tative parameters of DIII-D tokamak high
confinement mode core plasmas, which have
a peak ion-temperature gradient at minor ra-
dius r $ 0.5 a with the following local param-
eters: R0/LT $ 6.9, Ln /LT $ 3.2, q $ 1.4,
(r/q )(dq /dr) $ 0.78, Te/Ti $ 1, and a/R0 $
0.36, where R0 is the major radius, LT and Ln

are the temperature and density gradient scale
lengths, respectively, Ti is the ion tempera-

Fig. 1. Time history of ion heat conductivities
with (solid) and without (dotted) E " B flows
in global simulations with realistic plasma
parameters.

Fig. 2. Poloidal contour plots of fluctuation potential (e%/Ti) in the steady state of nonlinear global
simulation with E " B flows included (A) and with the flows suppressed (B). The dominant poloidal
spectrum k& $ 0 mode is filtered out to highlight the differences in the turbulent eddy size.
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These physical mechanisms can be seen 
in gyrokinetic simulations and movies 

Unstable bad-curvature  
side, eddies point out, 
direction of effective 
gravity 

particles quickly move along field 
lines, so density perturbations are 
very extended along field lines, 
which twist to connect unstable to 
stable side 

Stable  
side, 
smaller 
eddies 

21 

Gyro- Drift- Kinetic Simulations
https://www.youtube.com/watch?v=O6tUHzfj-zM

"A gyro-Landau-fluid transport model," R. E. Waltz, G. M. 
Staebler, W. Dorland, G. W. Hammett, M. Kotschenreuther, 

and J. A. Konings, Physics of Plasmas 4, 2482 (1997). 14



Ch. 5: Fluid Moment Equations

5.1 The Distribution Function 149

sufficiently large that f (r,v, t) can be regarded as a continuous function of r and v.
The total number of particles, N, in the system is obtained by integrating f (r,v, t )
over all of phase space (assuming a spatially infinite plasma)

N =
∫ ∞

−∞
f (r,v, t) d3xd3υ. (5.1.2)

Having defined the distribution function, we can then use the standard rules of
statistics for computing various macroscopic averages. The average (expectation)
value of any dynamical quantity g (r,v) in a region R of phase space is given by

⟨g (r,v)⟩ = 1
N

∫

R
g (r,v) f (r,v, t ) d3xd3υ, (5.1.3)

where the angle brackets, ⟨ ⟩, mean “average.”
Since several species may be present in a plasma, it is necessary to define a

distribution function fs (r,v, t) for each particle species s in the plasma. By making
suitable choices for g (r,v) we can then compute various types of averages. Some
of the most commonly used averages are the following:

number density, ns =

∫

V
fs (r,v, t ) d3υ, (5.1.4)

average velocity, Us =
1
ns

∫

V
v fs (r,v, t ) d3υ, (5.1.5)

kinetic energy density, Ws =

∫

V

1
2

ms υ
2 fs (r,v, t ) d3υ, (5.1.6)

pressure tensor,
↔
Ps =

∫

V
ms (v −Us)(v −Us) fs (r,v, t ) d3υ , (5.1.7)

where the integrations are over velocity space, V. The number density, ns, is the
average number of particles of type s per unit volume. The velocity, Us, is
the average velocity of particles of type s. The kinetic energy density, Ws, is the
average kinetic energy, (1/2)ms υ2, of particles of type s per unit volume. In index

notation, the pressure tensor,
↔
Ps = [Pi j], is the average rate at which momentum is

transported in the i direction across surface j in a frame of reference moving at the
average velocity, Us. The quantity (v −Us)(v −Us) in Eq. (5.1.7) is defined by the
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Figure 5.2 Short-range forces (i.e., collisions) scatter particles out of and into the
phase-space volume element as it evolves.

nearly discontinuous change in the particle velocity. Some typical trajectories in
phase space are shown in Figure 5.2. Changes to the distribution function due to
collisions as the phase-space volume element evolves from time t to time t+dt are
taken into account by adding a collision operator, δc f /δt, not yet specified, to the
right-hand side of Eq. (5.2.13), i.e.,

∂ f
∂t
+v·∇ f +

F
m
·∇v f =

δc f
δt
. (5.2.14)

This equation is called the Boltzmann equation, after Boltzmann (1995), who first
used this equation to analyze particle transport phenomena in ordinary gases. The
left-hand side of the Boltzmann equation describes the response of the particles
to long-range collective forces, and the right-hand side describes the response to
short-range collisional forces. As discussed earlier, if the number of electrons per
Debye cube is large, nλ3

D ≫ 1, then collective forces are much more important
than collisional forces. Under these conditions the collision term can be ignored,
i.e., δc f /δt = 0. The resulting equation, with the force given by the Lorentz force,
F =q[E+v×B], is

∂ f
∂t
+v·∇ f +

q
m

[E+v×B] ·∇v f = 0. (5.2.15)

This equation is called the Vlasov equation, after Vlasov (1945), who first applied
this equation to the study of plasmas.

5.3 Solutions Based on Constants of the Motion

If a system has one or more known constants of the motion, then it is possible
to immediately write down a general form of the solution to the Vlasov equation.
These solutions are based on the fact that the distribution function is constant along
a representative trajectory in phase space. To prove this result, compute the total
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derivative of f along a representative trajectory, r(t) and v(t), using the chain rule

d fs =
∂ fs

∂t
dt+

∑

r

∂ fs

∂xr

dxr

dt
dt+

∑

r

∂ fs

∂υr

dυr

dt
dt. (5.3.1)

After recognizing that dxr/dt = υr and dυr/dt = Fr/m, and dividing by dt one
obtains

d fs

dt
=
∂ fs

∂t
+ v · ∇ fs +

F
m
·∇v fs = 0, (5.3.2)

which is zero, since the right-hand side is just the Vlasov equation. Since
d fs/dt = 0, it follows that fs is constant along the trajectory. The possible
trajectories are constrained by the constants of the motion, Cm(r,v). The constants
of the motion can be obtained from the adiabatic invariants, as in Section 3.8, or
from Hamilton’s equations, as in Section 3.9. Any function of the constants of the
motion

fs[C1(r,v), C2(r,v), . . .] (5.3.3)

is then a solution of the Vlasov equation.
As an example of this procedure, consider the motion of a particle of mass m

and charge q in a time-stationary electrostatic potential Φ(r). In this system the
total energy

W =
1
2

mυ2 + qΦ(r) (5.3.4)

is a constant of the motion. Any function fs[W(r,v)] is then a solution of the Vlasov
equation. The exact form of fs[W] is determined by the boundary conditions.
For example, if f (r,v) is known to be a Maxwellian of number density n0 and
temperature T0 as r → ∞, where Φ(∞) = 0, then the general solution at any
arbitrary point is

f (r,v) = n0

(
m

2πκT0

)3/2

e
−
[
1
2

mυ2 + qΦ(r)
]/
κT0
. (5.3.5)

This distribution function can be recognized as the function used in Eq. (2.2.2) to
determine the potential in the plasma sheath around a point charge.

When constructing solutions of the Vlasov equation using constants of the
motion, one must be careful about the boundary conditions. If the electrostatic
potential is not monotonic, such as the example illustrated in Figure 5.3, then
certain regions of phase space (x,υ) may not be accessible from the boundary point
x0. An example of such an inaccessible region is shown by the cross-hatching.
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Figure 5.3 The bottom (x,υ) diagram shows the phase-space trajectories of the
particles moving in the one-dimensional potential Φ(x) shown in the top diagram.

Since the trajectories in the cross-hatched region do not go through the point x0,
the boundary conditions on f at x0 do not constrain the distribution function in the
inaccessible region. Some other boundary condition is then necessary to specify
the distribution function. If no source is present in the inaccessible region, then
the distribution function is zero in this region. In practice, collisions and various
wave–particle interactions often scatter particles into the inaccessible region. An
exact determination of the distribution function in such cases is usually quite
difficult and must take into account these scattering effects.

5.4 The Moment Equations

Often in analyzing problems in plasma physics, we are more interested in certain
macroscopic averages, such as the density and pressure, than the detailed form
of the distribution function. It is then convenient to use a system of equations
called the moment equations. The moment equations are obtained by multiplying
the Boltzmann equation by powers of the velocity and integrating over all of
velocity space. This procedure generates one moment equation for each power
of the velocity. We illustrate the procedure involved by calculating the first three
moments of the Boltzmann equation.

5.4.1 Zeroth Moment

To obtain the zeroth moment, we multiply the Boltzmann equation (5.2.14) by
υ0 = 1 and integrate over all of velocity space, V , which gives

∫

V

∂ fs

∂t
d3υ+

∫

V
v ·∇ fs d3υ+

1
ms

∫

V
F ·∇v fs d3υ =

∫

V

δc fs

δt
d3υ. (5.4.1)
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Figure 5.2 Short-range forces (i.e., collisions) scatter particles out of and into the
phase-space volume element as it evolves.

nearly discontinuous change in the particle velocity. Some typical trajectories in
phase space are shown in Figure 5.2. Changes to the distribution function due to
collisions as the phase-space volume element evolves from time t to time t+dt are
taken into account by adding a collision operator, δc f /δt, not yet specified, to the
right-hand side of Eq. (5.2.13), i.e.,

∂ f
∂t
+v·∇ f +

F
m
·∇v f =

δc f
δt
. (5.2.14)

This equation is called the Boltzmann equation, after Boltzmann (1995), who first
used this equation to analyze particle transport phenomena in ordinary gases. The
left-hand side of the Boltzmann equation describes the response of the particles
to long-range collective forces, and the right-hand side describes the response to
short-range collisional forces. As discussed earlier, if the number of electrons per
Debye cube is large, nλ3

D ≫ 1, then collective forces are much more important
than collisional forces. Under these conditions the collision term can be ignored,
i.e., δc f /δt = 0. The resulting equation, with the force given by the Lorentz force,
F =q[E+v×B], is

∂ f
∂t
+v·∇ f +

q
m

[E+v×B] ·∇v f = 0. (5.2.15)

This equation is called the Vlasov equation, after Vlasov (1945), who first applied
this equation to the study of plasmas.

5.3 Solutions Based on Constants of the Motion

If a system has one or more known constants of the motion, then it is possible
to immediately write down a general form of the solution to the Vlasov equation.
These solutions are based on the fact that the distribution function is constant along
a representative trajectory in phase space. To prove this result, compute the total
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Figure 5.3 The bottom (x,υ) diagram shows the phase-space trajectories of the
particles moving in the one-dimensional potential Φ(x) shown in the top diagram.

Since the trajectories in the cross-hatched region do not go through the point x0,
the boundary conditions on f at x0 do not constrain the distribution function in the
inaccessible region. Some other boundary condition is then necessary to specify
the distribution function. If no source is present in the inaccessible region, then
the distribution function is zero in this region. In practice, collisions and various
wave–particle interactions often scatter particles into the inaccessible region. An
exact determination of the distribution function in such cases is usually quite
difficult and must take into account these scattering effects.

5.4 The Moment Equations

Often in analyzing problems in plasma physics, we are more interested in certain
macroscopic averages, such as the density and pressure, than the detailed form
of the distribution function. It is then convenient to use a system of equations
called the moment equations. The moment equations are obtained by multiplying
the Boltzmann equation by powers of the velocity and integrating over all of
velocity space. This procedure generates one moment equation for each power
of the velocity. We illustrate the procedure involved by calculating the first three
moments of the Boltzmann equation.

5.4.1 Zeroth Moment

To obtain the zeroth moment, we multiply the Boltzmann equation (5.2.14) by
υ0 = 1 and integrate over all of velocity space, V , which gives

∫

V

∂ fs

∂t
d3υ+

∫

V
v ·∇ fs d3υ+

1
ms

∫

V
F ·∇v fs d3υ =

∫

V

δc fs

δt
d3υ. (5.4.1)
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The first integral on the left of this equation can be written
∫

V

∂ fs

∂t
d3υ =

∂

∂t

∫

V
fs d3υ =

∂ns

∂t
, (5.4.2)

where ns is the average number density. Similarly, the second integral on the left
can be written

∫

V
v ·∇ fs d3υ =∇ ·

∫

V
v fs d3υ =∇ · (nsUs), (5.4.3)

where Us is the average velocity. Noting that∇v ·(v ×B) fs = (v ×B) ·∇v fs, the third
integral on the left can be rewritten

∫

V
F ·∇v fs d3υ =

∫

V
∇v · (F fs)d3υ =

∫

S
(F fs) · dsv = 0, (5.4.4)

where we have used Gauss’ theorem to convert the volume integral to a surface
integral at infinity. The surface integral is assumed to vanish if f (v ) decays
sufficiently rapidly at infinite velocity. The integral on the right side of Eq. (5.4.1)
involving the collision term is zero,

∫

V

δc fs

δt
d3υ =

δcns

δt
= 0, (5.4.5)

since collisions are assumed to not change the density. Combining Eqs. (5.4.2)–
(5.4.5), the zeroth moment of the Boltzmann equation (5.4.1) yields

∂ns

∂t
+∇ · (nsUs) = 0. (5.4.6)

This equation is simply the continuity equation for the sth species. Multiplying
the above equation by the charge es and summing over all species, one obtains the
charge continuity equation

∂ρq

∂t
+∇ ·J= 0, (5.4.7)

which is a fundamental equation of electricity and magnetism.

5.4.2 First Moment

The first moment is obtained by multiplying the Boltzmann equation (5.2.14)
by v and integrating over all of velocity space. For reasons that will soon become
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nearly discontinuous change in the particle velocity. Some typical trajectories in
phase space are shown in Figure 5.2. Changes to the distribution function due to
collisions as the phase-space volume element evolves from time t to time t+dt are
taken into account by adding a collision operator, δc f /δt, not yet specified, to the
right-hand side of Eq. (5.2.13), i.e.,

∂ f
∂t
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This equation is called the Boltzmann equation, after Boltzmann (1995), who first
used this equation to analyze particle transport phenomena in ordinary gases. The
left-hand side of the Boltzmann equation describes the response of the particles
to long-range collective forces, and the right-hand side describes the response to
short-range collisional forces. As discussed earlier, if the number of electrons per
Debye cube is large, nλ3

D ≫ 1, then collective forces are much more important
than collisional forces. Under these conditions the collision term can be ignored,
i.e., δc f /δt = 0. The resulting equation, with the force given by the Lorentz force,
F =q[E+v×B], is

∂ f
∂t
+v·∇ f +

q
m

[E+v×B] ·∇v f = 0. (5.2.15)

This equation is called the Vlasov equation, after Vlasov (1945), who first applied
this equation to the study of plasmas.

5.3 Solutions Based on Constants of the Motion

If a system has one or more known constants of the motion, then it is possible
to immediately write down a general form of the solution to the Vlasov equation.
These solutions are based on the fact that the distribution function is constant along
a representative trajectory in phase space. To prove this result, compute the total
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which can be integrated directly to give
∫ ∞

−∞

∂

∂υz
(Fz fs) dυz = [Fz fs]∞−∞ . (5.4.17)

If we assume that fs goes to zero sufficiently rapidly at infinite velocity, these
integrals are all zero. The remaining three integrals are of the type

∫ ∞

−∞

∫ ∞

−∞
dυx dυy

∫ ∞

−∞
dυz υz

∂

∂υz
(Fz fs), (5.4.18)

which, after integrating by parts once, gives
∫ ∞

−∞
dυz υz

∂

∂υz
(Fz fs) = [υzFz fs]∞−∞ −

∫ ∞

−∞
Fz fs dυz. (5.4.19)

If we again assume that fs goes to zero sufficiently rapidly at infinite velocity, the
first term on the right is zero. Combining all of these integrals, Eq. (5.4.14) can be
written

∫

V
v(F ·∇v fs)d3υ = −

∫

V
F fs d3υ. (5.4.20)

After substituting the Lorentz force for F and integrating, the above equation yields
the simple result

∫

V
v(F ·∇v fs)d3υ = −esns (E+Us×B). (5.4.21)

Finally, the first moment of the collision term on the right of Eq. (5.4.8) can be
written

ms

∫

V
v
δc fs

δt
d3υ =

δcps

δt
, (5.4.22)

where δcps/δt is the average rate of change of the momentum per unit volume due
to collisions. This term, which represents the drag force due to collisions, will be
discussed in greater detail in Section 5.6 and again in Chapter 12.

Using Eqs. (5.4.9), (5.4.13), (5.4.21), and (5.4.22), Eq. (5.4.8) becomes

∂

∂t
(msnsUs)+∇ · (msnsUsUs) = nses(E+Us×B)−∇ ·

↔
Ps +

δcps

δt
. (5.4.23)

The two terms on the left of this equation can be written in a more useful form by
expanding the time derivative and using the identity ∇ · (AB)= (∇ ·A)B+ (A ·∇)B,
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which gives

∂

∂t
(msnsUs)+∇ · (msnsUsUs)

=msns
∂Us

∂t
+msUs

[
∂ns

∂t
+∇ · (nsUs)

]
+msns(Us ·∇)Us. (5.4.24)

From the continuity equation (5.4.6), the term in the brackets on the right side of
the above equation is seen to be zero. The first moment of the Boltzmann equation
then becomes

msns

[
∂Us

∂t
+ (Us ·∇)Us

]
= nses[E+Us ×B]−∇ ·

↔
Ps +

δcps

δt
. (5.4.25)

The quantity in the brackets on the left contains an operator that occurs frequently
in fluid mechanics and is called the convective derivative. The term ∂Us/∂t gives
the rate of change of the velocity due to explicit time variations, and the term
(Us ·∇)Us gives the rate of change of the velocity due to spatial variations. If we
follow a given volume element moving at velocity Us, the convective derivative
is simply the total derivative, dUs/dt, evaluated along the trajectory of the fluid
element; that is,

dUs

dt
=
∂Us

∂t
+ (Us ·∇)Us. (5.4.26)

Equation (5.4.25) can then be written in the form

msns
dUs

dt
= nses[E+Us ×B]−∇ ·

↔
Ps +

δcps

δt
. (5.4.27)

This equation is called the momentum equation and can be recognized as Newton’s
law for the sth species of the plasma. The term on the left is the rate of change of
the momentum per unit volume evaluated at the volume element, as though it were
a particle. The first term on the right is the electromagnetic force per unit volume,
the second term is the force per unit volume due to pressure gradients, and the third
term, δcps/δt, is the collisional drag force per unit volume.

5.4.3 Second Moment

The second moment is obtained by multiplying the Boltzmann equation by the
tensor vv and integrating over all of velocity space. This procedure leads to a
symmetric matrix with nine elements, only six of which are independent, since
the off-diagonal elements of a symmetric matrix are equal to each other. Here we
restrict our discussion to the trace of this matrix, which is obtained by multiplying
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the momentum per unit volume evaluated at the volume element, as though it were
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the second term is the force per unit volume due to pressure gradients, and the third
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5.4.3 Second Moment

The second moment is obtained by multiplying the Boltzmann equation by the
tensor vv and integrating over all of velocity space. This procedure leads to a
symmetric matrix with nine elements, only six of which are independent, since
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drag force per unit volume for a particle of type s is then given by

δcps

δt
= vs

∫

V
(−msv) fsd3 υ (5.6.1)

or

δcps

δt
= −vsmsnsUs, (5.6.2)

where vs is an effective collision frequency. This equation shows that the
collisional drag force, δcps/δt, is directly proportional to the average momentum
density, msnsUs, with the collision frequency, vs, acting as the constant of
proportionality.

The Lorentz gas model is particularly well suited for electron scattering by
neutral particles. Neutral particles essentially act as hard-sphere scattering centers,
thereby causing nearly isotropic scattering. Since the electron mass is much less
than the mass of the neutral particles, very little momentum is transferred to
the neutral particle, so the assumption of fixed immobile scattering centers is
valid. For ion-neutral collisions the isotropic scattering approximation is not as
good, since an appreciable amount of momentum is transferred to the neutral
atom during the collision, thereby introducing a non-isotropic component to
the scattering. Nevertheless, the Lorentz gas model is still sometimes used for
ion-neutral collisions. Even though the scattering is not completely isotropic, it
can be shown that the drag force is, to a first approximation, proportional to the
relative velocity between the ions and the neutral atoms. For scattering by charged
particles, the isotropic assumption is not valid since charged-particle scattering is
highly anisotropic; see Section 2.5.2. For a more detailed discussion of collisions
between charged particles, see Chapter 12.

5.6.2 Ohm’s Law

When a steady electric field is applied to a plasma, the electrons and ions are
accelerated in opposite directions by the electric field force, thereby producing a
current. In the absence of collisions the acceleration would continue indefinitely.
It would then not be possible to define a conductivity, since a steady-state current
is never achieved. However, if a collisional drag force is present, an equilibrium
velocity is eventually reached at which the drag force balances the electric field
force. If the equilibrium velocity is proportional to the electric field, then a
conductivity, σ, can be defined by means of Ohm’s law, J= σE. To evaluate
this conductivity, consider a homogeneous plasma with no magnetic field. The
time required to reach equilibrium can be determined by assuming that a uniform
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Figure 5.2 Short-range forces (i.e., collisions) scatter particles out of and into the
phase-space volume element as it evolves.

nearly discontinuous change in the particle velocity. Some typical trajectories in
phase space are shown in Figure 5.2. Changes to the distribution function due to
collisions as the phase-space volume element evolves from time t to time t+dt are
taken into account by adding a collision operator, δc f /δt, not yet specified, to the
right-hand side of Eq. (5.2.13), i.e.,

∂ f
∂t
+v·∇ f +

F
m
·∇v f =

δc f
δt
. (5.2.14)

This equation is called the Boltzmann equation, after Boltzmann (1995), who first
used this equation to analyze particle transport phenomena in ordinary gases. The
left-hand side of the Boltzmann equation describes the response of the particles
to long-range collective forces, and the right-hand side describes the response to
short-range collisional forces. As discussed earlier, if the number of electrons per
Debye cube is large, nλ3

D ≫ 1, then collective forces are much more important
than collisional forces. Under these conditions the collision term can be ignored,
i.e., δc f /δt = 0. The resulting equation, with the force given by the Lorentz force,
F =q[E+v×B], is

∂ f
∂t
+v·∇ f +

q
m

[E+v×B] ·∇v f = 0. (5.2.15)

This equation is called the Vlasov equation, after Vlasov (1945), who first applied
this equation to the study of plasmas.

5.3 Solutions Based on Constants of the Motion

If a system has one or more known constants of the motion, then it is possible
to immediately write down a general form of the solution to the Vlasov equation.
These solutions are based on the fact that the distribution function is constant along
a representative trajectory in phase space. To prove this result, compute the total
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the Boltzmann equation by the kinetic energy (1/2) msυ2 and integrating over
velocity space, which gives

ms

2

∫

V
υ2 ∂ fs

∂t
d3υ+

ms

2

∫

V
υ2(v·∇ fs)d3υ

+
1
2

∫

V
υ2(F ·∇vfs)d3υ =

ms

2

∫

V
υ2 δc fs

δt
d3υ. (5.4.28)

The first integral on the left of the above equation can be written

ms

2

∫

V
υ2 ∂ fs

∂t
d3υ =

∂

∂t

(∫

V

1
2

ms υ
2 fs d3υ

)
=
∂Ws

∂t
, (5.4.29)

where Ws is the kinetic energy density. The second integral can be written

ms

2

∫

V
υ2(v·∇ fs)d3υ =∇ ·

(∫

V

1
2

ms vυ2 fs d3υ

)
=∇ ·Qs, (5.4.30)

where

Qs =

∫

V

1
2

ms υ
2v fs d3υ (5.4.31)

is the kinetic energy flux. The third integral can be simplified by integrating by
parts which, after discarding the contribution at infinite velocity, gives

1
2

∫

V
υ2(F ·∇v fs)d3υ = −1

2

∫

V
fs(F ·∇vυ

2)d3υ. (5.4.32)

Introducing the Lorentz force and noting that ∇vυ2 = 2v, and that v· (v×B) = 0,
the integral on the right side of the above equation can be written

1
2

∫

V
υ2(F ·∇v fs) d3υ = −esE ·

∫

V
vfs d3 υ = −E · (nsesUs) = −E ·Js, (5.4.33)

where Js is the current contributed by the species s. Using Eqs. (5.4.29), (5.4.30),
and (5.4.33), the second moment of the Boltzmann equation becomes

∂Ws

∂t
+∇ ·Qs −E ·Js =

∫

V

1
2

msυ
2 δc fs

δt
d3υ. (5.4.34)

This equation is called the energy equation because it is simply a statement of
conservation of energy for the sth species. The term E ·Js is the contribution to the
Joule heating by the sth species, and the collision term on the right gives the rate of
transfer of energy to the sth species due to collisions with other species. Summing
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where Ws is the kinetic energy density. The second integral can be written
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where
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1
2
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2v fs d3υ (5.4.31)

is the kinetic energy flux. The third integral can be simplified by integrating by
parts which, after discarding the contribution at infinite velocity, gives
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Introducing the Lorentz force and noting that ∇vυ2 = 2v, and that v· (v×B) = 0,
the integral on the right side of the above equation can be written
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∫

V
υ2(F ·∇v fs) d3υ = −esE ·

∫

V
vfs d3 υ = −E · (nsesUs) = −E ·Js, (5.4.33)

where Js is the current contributed by the species s. Using Eqs. (5.4.29), (5.4.30),
and (5.4.33), the second moment of the Boltzmann equation becomes

∂Ws

∂t
+∇ ·Qs −E ·Js =

∫

V

1
2

msυ
2 δc fs

δt
d3υ. (5.4.34)

This equation is called the energy equation because it is simply a statement of
conservation of energy for the sth species. The term E ·Js is the contribution to the
Joule heating by the sth species, and the collision term on the right gives the rate of
transfer of energy to the sth species due to collisions with other species. Summing
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Examples from Ch. 5 (Zero-Frequency)

• Ohm’s Law 

• Pedersen and Hall Conductivities 

• Ambipolar Diffusion
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Next Class

• Monday, March 19: Introduction to low-frequency drift-waves 

• Wednesday, March 21: (Ch. 3) & Fluid description of drift waves 

• Monday, March 26: Drift-kinetic equationMonday, March 26: Drift-kinetic equation
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