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Few corners of the tech industry are as tantalizing or complex as quantum computing. For
years evangelists have promised machines capable of breaking the most impenetrable coded
messages, unlocking the secret properties of the physical world and putting supercomputers
to shame.

But Rigetti Computing, one of the most prominent and well-funded startups in the field,
would just like to lower everyone’s expectations.
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Quantum Computers Today Aren’t Very
Useful. That Could Change
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• Few corners of the tech industry are as tantalizing or complex as 
quantum computing. For years evangelists have promised machines 
capable of breaking the most impenetrable coded messages, 
unlocking the secret properties of the physical world and putting 
supercomputers to shame. 

• But Rigetti Computing, one of the most prominent and well-funded 
startups in the field, would just like to lower everyone’s expectations. 

• Right now, Rigetti’s challenge for itself is this: Can it solve one, 
single problem with a quantum computer that a conventional 
machine cannot? Even if it just meant answering a question more 
quickly or cheaply than a supercomputer, the team of physicists and 
mathematicians at the startup’s Berkeley, California, office would be 
overjoyed.

Quantum Computers Today Aren’t Very Useful. That Could Change
By Eric Newcomer
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Right now, Rigetti’s challenge for itself is this: Can it solve one, single problem with a quantum
computer that a conventional machine cannot? Even if it just meant answering a question
more quickly or cheaply than a supercomputer, the team of physicists and mathematicians at
the startup’s Berkeley, California, office would be overjoyed.
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So far, no such luck. Today, your laptop can solve pretty much everything one of the startup's
quantum computers can do, just as quickly. The conundrum isn’t Rigetti’s alone. Neither IBM
nor Google, which boast more powerful quantum computers, have said they’ve achieved
“quantum advantage.” The ominous-sounding term refers to the theoretical moment when a
quantum computer can do something more effectively than a traditional computer. It’s the
industry's equivalent of a singularity-esque breakthrough moment but even more nerdy and
obscure.

“Right now, what we’re focused on is the pursuit of quantum advantage,” said Chad Rigetti,
the company’s eponymous founder. “Quantum computing doesn’t have the smoking gun,
‘holy shit, you’ve changed my business,’” he said. If it gets there, “the effect will not be
subtle,” Rigetti said.
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Quantum computers
T. D. Ladd1{, F. Jelezko2, R. Laflamme3,4,5, Y. Nakamura6,7, C. Monroe8,9 & J. L. O’Brien10

Over the past several decades, quantum information science has emerged to seek answers to the question: can we gain some
advantage by storing, transmitting and processing information encoded in systems that exhibit unique quantum properties?
Today it is understood that the answer is yes, and many research groups around the world are working towards the highly
ambitious technological goal of building a quantum computer, which would dramatically improve computational power for
particular tasks. A number of physical systems, spanning much of modern physics, are being developed for quantum
computation. However, it remains unclear which technology, if any, will ultimately prove successful. Here we describe the
latest developments for each of the leading approaches and explain the major challenges for the future.

I
n the past decade, there has been tremendous progress in the
experimental development of a quantum computer: a machine
that would exploit the full complexity of a many-particle
quantum wavefunction to solve a computational problem. The

context for the development of quantum computers may be clarified
by comparison to a more familiar quantum technology: the laser.
Before the invention of the laser we had technological advances in
making light: fire, the lantern, the lightbulb. Until the laser, however,
this light was always ‘incoherent’, meaning that the many electro-
magnetic waves generated by the source were emitted at completely
random times with respect to each other. Quantum mechanical
effects, however, allow these waves to be generated in phase, and
the light source engineered to exploit this concept was the laser.
Lasers are routine devices today, but they do not replace light bulbs
for most applications. Their different kind of light—coherent light—
is useful for thousands of applications from eye surgery to toys for
cats, most of which were unimagined by the first laser physicists.
Likewise, a quantum computer will not be a faster, bigger or smaller
version of an ordinary computer. Rather, it will be a different kind of
computer, engineered to control coherent quantum mechanical
waves for different applications.

The example task for quantum computers which has provided the
foremost motivation for their development is Shor’s quantum algo-
rithm for factoring large numbers1. This is one among several
quantum algorithms that would allow modestly sized quantum com-
puters to outperform the largest classical supercomputers in solving
some specific problems important for data encryption. In the long
term, another application may have higher technological impact:
Feynman’s 1980s proposal of using quantum computers for the effi-
cient simulation of quantum systems1. Quantum mechanics will play
an ever more important part in the behaviour of many emerging
forms of artificial nanotechnology, and in our understanding of the
nanomachinery of biological molecules. The engineering of the ultra-
small will continue to advance and change our world in coming
decades, and as this happens we might use quantum computers to
understand and engineer such technology at the atomic level.

Quantum information research promises more than computers, as
well. Similar technology allows quantum communication, which
enables the sharing of secrets with security guaranteed by the laws

of physics. It also allows quantum metrology, in which distance and
time could be measured with higher precision than is possible other-
wise. The full gamut of potential technologies has probably not yet
been imagined, nor will it be until actual quantum information
hardware is available for future generations of quantum engineers.

Quantum computing ‘software’ is discussed elsewhere, such as in
ref. 1. The central question of this review is what form quantum
‘hardware’ will take, and for this there are no easy answers. There
are many possible materials for lasers — crystals, organic dye mole-
cules, semiconductors, free electrons — and likewise there are many
materials under consideration for quantum computers. Quantum
bits are often imagined to be constructed from the smallest form of
matter, an isolated atom, as in ion traps and optical lattices, but they
may likewise be made far larger than routine electronic compo-
nents, as in some superconducting systems. Only a few common
features tie together the different hardware implementations of
quantum computers currently under consideration, which we now
describe.

Requirements for quantum computing
Perhaps the most critical, universal aspect of quantum computers is
the ‘closed box’ requirement: a quantum computer’s internal opera-
tion, while under the programmer’s control, must otherwise be iso-
lated from the rest of the Universe. Small amounts of information
leakage from the box can disturb the fragile quantum mechanical
waves on which the quantum computer depends, causing the
quantum mechanically destructive process known as decoherence.

Decoherence comes in several forms. Quantum mechanical waves—
such as light from a laser, or the oscillations of the constituents in
quantum computers—show interference phenomena, but these phe-
nomena vanish in repeated trial experiments because, owing to various
processes, phases no longer ‘cohere’ after a certain time. In an ensemble
measurement, trial-to-trial variations in oscillator frequency lead to an
apparent damping of wave interference on a timescale called T2*, illu-
strated in Fig. 1a. A single trial of a single quantum oscillator might
retain its phase coherence for a much longer time than T2*. Eventually,
random processes add or subtract energy from the oscillator, bringing
the system to thermal equilibrium on a timescale called T1. Processes
may also only ‘borrow’ energy from the environment, thus changing

1Edward L. Ginzton Laboratory, Stanford University, Stanford, California 94305-4088, USA. 23. Physikalisches Institut, Universität Stuttgart, Pfaffenwaldring 57, D-70550, Germany.
3Institute for Quantum Computing, 4Department of Physics and Astronomy, University of Waterloo, 200 University Avenue West, Waterloo, Ontario, N2L 3G1, Canada. 5Perimeter
Institute, 31 Caroline Street North, Waterloo, Ontario, N2L 2Y5, Canada. 6Nano Electronics Research Laboratories, NEC Corporation, Tsukuba, Ibaraki 305-8501, Japan. 7The Institute of
Physical and Chemical Research (RIKEN), Wako, Saitama 351-0198, Japan. 8Joint Quantum Institute, University of Maryland Department of Physics, 9National Institute of Standards and
Technology, College Park, Maryland 20742, USA. 10Centre for Quantum Photonics, H. H. Wills Physics Laboratory and Department of Electrical and Electronic Engineering, University of
Bristol, Merchant Venturers Building, Woodland Road, Bristol, BS8 1UB, UK. {Present address: HRL Laboratories, LLC, 3011 Malibu Canyon Road, Malibu, California 90265, USA.
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“A large-scale quantum computer is certainly an extremely ambitious goal, appearing to 
us now as large, fully programmable classical computers must have seemed a century 
ago. However, … when we have mastered quantum technology enough to scale up a 
quantum computer, we will have tamed the quantum world and become inured to a new 
form of technological reality.”

https://www.nature.com/articles/nature08812


Requirements for a Quantum Computer
• The ‘closed box’ requirement: a quantum computer’s internal operation must otherwise 

be isolated from the rest of the Universe. Small amounts of information leakage from the 
box can disturb the fragile quantum mechanical waves, causing the quantum mechanically 
destructive process known as decoherence. 

• Scalability. The computer must operate in a Hilbert space whose dimensions can grow 
exponentially without an exponential cost in resources (such as time, space or energy). 

• Universal logic. The large Hilbert space must be accessible using a finite set of control 
operations; the resources for this set must also not grow exponentially. 

• Correctability. It must be possible to extract the entropy of the com- puter to maintain the 
computer’s quantum state.



Decoherence

the oscillator’s phase, causing oscillations to damp on a timescale called
T2, as illustrated in Fig. 1b. Fundamentally T2 # 2T1, and for most
systems T1?T2, which means that T2 is more important for quantum
computation.

No system is fully free of decoherence, but small amounts of deco-
herence may be removed through various techniques gathered under
the name of ‘quantum error correction’ (QEC). Moreover, errors in
quantum computers can be corrected using error-prone resources;
that is, they may be made fault-tolerant1 for error probabilities
beneath a critical threshold that depends on the computer hardware,
the sources of error, and the protocols used for QEC. Realistically,
most of the resources used in a fault-tolerant quantum computer will
be in place to correct its own errors. If computational resources are
unconstrained, the fault-tolerant threshold might be as high as 3%
(ref. 2); values estimated under typical constraints are much smaller,
on the order of 1025. The value of T2 is used as an initial characteri-
zation of many quantum systems, since, at a bare minimum, elements
of a quantum computer need to be operated much faster than T2 to
allow fault-tolerance. However, other types of errors are just as
important, and a large system often exhibits correlated noise pro-
cesses distinct from T2 decoherence.

An early characterization of the physical requirements for an
implementation of a fault-tolerant quantum computer was carried
out by DiVincenzo3. A long T2 is the third of these criteria, but this
raises the question: what criteria must T2 be long enough to satisfy?
Since DiVincenzo’s seminal work, the ideas for implementing
quantum computing have diversified, and the DiVincenzo criteria
as originally stated are difficult to apply to many emerging concepts.
Here, we rephrase DiVincenzo’s original considerations into three
more general criteria; these are stated with the assumption that they
are achievable while keeping decoherence ‘small enough’.
Scalability. The computer must operate in a Hilbert space whose
dimensions can grow exponentially without an exponential cost in
resources (such as time, space or energy).

The standard way to achieve this follows the first DiVincenzo
criterion: one may simply add well-characterized qubits to a system.
A quantum system with two states, such as a quantum spin with
S 5 1/2, is a qubit. A qubit in a superposition of its two states is a
quantum oscillator, and it inevitably experiences some amount of T1

and T2 relaxation. A single qubit could be emulated by a classical
oscillator with a randomly timed, single-bit read-out, but quantum
mechanics also allows entanglement. As a result, the logic space
potentially available on a quantum system of N qubits is described
by a very large group [known as SU(2N )], which is much larger than

the comparable group [SU(2)flN ] of N unentangled spins, and
cannot be emulated by N classical oscillators or N classical bits.
Ultimately, it is the large Hilbert space of a quantum computer that
allows it operations unavailable to classical computers. For qubits,
the size and energy of a quantum computer generally grows linearly
with N . But qubits are not a prerequisite; quantum d-state systems
(qudits) or quantum continuous variables may also enable quantum
computation.

Declaring a technology ‘scalable’ is a tricky business, because the
resources used to define and control a qubit are diverse. They may
include space on a microchip, classical microwave electronics, dedi-
cated lasers, cryogenic refrigerators, and so on. For a system to be
scalable, these ‘classical’ resources must be made scalable as well,
which invokes complex engineering issues and the infrastructure
available for large-scale technologies.
Universal logic. The large Hilbert space must be accessible using a
finite set of control operations; the resources for this set must also not
grow exponentially.

In the standard picture of quantum computing, this criterion
(DiVincenzo’s fourth) requires a system to have available a universal
set of quantum logic gates. In the case of qubits, it is sufficient to have
available nearly ‘analogue’ single-qubit gates (for example, arbitrary
rotations of a spin-qubit), and almost any one ‘digital’ two-qubit
entangling logic operation, such as the controlled-NOT gate.

But quantum computers need not be made with gates. In adiabatic
quantum computation4, one defines the answer to a computational
problem as the ground state of a complex network of interactions
between qubits, and then one adiabatically evolves those qubits into
that ground state by slowly turning on the interactions. In this case,
evaluation of this second criterion requires that one must ask
whether the available set of interactions is complex enough, how long
it takes to turn on those interactions, and how cold the system must
be kept. As another example, in cluster-state quantum computation5,
one particular quantum state (the cluster state) is generated in the
computer through a very small set of non-universal quantum gates,
and then computation is performed by changing the way in which the
resulting wavefunction is measured. The qubits can be measured in
arbitrary bases to provide the ‘analogue’ component that completes
the universal logic. Adiabatic and cluster-state quantum computers
are equivalent in power to gate-based quantum computers4, but their
implementation may be simpler for some technologies.
Correctability. It must be possible to extract the entropy of the com-
puter to maintain the computer’s quantum state.

Any QEC protocol will require some combination of efficient
initialization (DiVincenzo’s second criterion) and measurement
(DiVincenzo’s fifth criterion) to flush unwanted entropy introduced
from the outside world out of the computer. Initialization refers to
the ability to cool a quantum system quickly into a low-entropy state;
for example, the polarization of a spin into its ground state.
Measurement refers to the ability to determine the state of a quantum
system quickly with the accuracy allowed by quantum mechanics. In
some situations, these two abilities are the same. For example, a
quantum non-demolition (QND) measurement alters the quantum
state by projecting to the measured state, which remains the same
even after repeated measurements. Performing a QND measurement
also initializes the quantum system into the measured state. The
relationship between the need for initialization and measurement
in QEC is complex; one may generally be replaced by the other. Of
course, some form of measurement is always needed to read out the
state of the computer at the end of a computation, and some amount
of physical initialization is needed at the beginning, but how much is
needed is unclear; schemes have been developed to allow some forms
of quantum computation with states of high entropy6–9.

Quantum computation is difficult because the three basic criteria we
have discussed appear to be in conflict. For example, those parts of the
system in place to achieve rapid measurement must be turned strongly
‘on’ for error correction and read-out, but must be turned strongly ‘off’

Time Time

Environment

Trial 1

Trial 2

Trial 3

Average

a T2 *

exp(–t/T2 *) exp(–t/T2 )

b T2  and T1

Figure 1 | Dephasing and decoherence. a, An oscillator with frequency
varying by trial, as indicated by the differently coloured waves, averages to an
oscillation decaying with apparent dephasing timescale T2*. b , A quantum
oscillator interacting with the environment may have phase-kicks in a single
trial; these are the processes that harm coherence in quantum computation,
and lead to an average decay process of timescale T2. Equilibration processes
are similar, and cause decay on the timescale T1 $ T2/2.
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to preserve the coherences in the large Hilbert space. Generally, neither
the ‘on’ state nor the ‘off’ state is as difficult to implement as the ability
to switch between the two! In engineering a scalable quantum com-
puter architecture, these conflicts are often aided by techniques
for quantum communication; for this DiVincenzo introduced extra
criteria related to the ability to convert stationary qubits to ‘flying
qubits’ such as photons. Quantum communication allows small
quantum computers to be ‘wired together’ to make larger ones, it
allows specialized measurement hardware to be located distantly from
sensitive quantum memories, and it makes it easier to achieve the
strong qubit connectivity required by most schemes for fault-tolerance.

The central challenge in actually building quantum computers is
maintaining the simultaneous abilities to control quantum systems,
to measure them, and to preserve their strong isolation from un-
controlled parts of their environment. In the ensuing sections, we
introduce the various technologies researchers are currently employ-
ing to meet this challenge.

Photons
Realizing a qubit as the polarization state of a photon is appealing
because photons are relatively free of the decoherence that plagues
other quantum systems. Polarization rotations (one-qubit gates) can
easily be done using ‘waveplates’ made of birefringent material.
(Photons also allow the encoding of a qubit on the basis of location
and timing; quantum information may also be encoded in the con-
tinuous phase and amplitude variables of many-photon laser
beams10.) However, achieving the needed interactions between
photons for universal multi-qubit control presents a major hurdle.
The necessary interactions appear to require optical nonlinearities
stronger than those available in conventional nonlinear media, and
initially it was believed that electromagnetically induced transpar-
ency11 or atom–photon interactions enhanced by an optical cavity
(cavity quantum electrodynamics)12 would be required.

In 2001, a breakthrough known as the KLM (Knill–Laflamme–
Milburn13) scheme showed that scalable quantum computing is
possible using only single-photon sources and detectors, and linear
optical circuits. This scheme relies on quantum interference with
auxiliary photons at a beamsplitter and single-photon detection to
induce interactions nondeterministically. In the past five years, the
KLM scheme has moved from a mathematical proof-of-possibility
towards practical realization, with demonstrations of simple
quantum algorithms14 and theoretical developments that drama-
tically reduce the resource overhead15. These developments employ
the ideas of cluster-state quantum computing5, and have been
demonstrated experimentally15. Today, efforts are focused on high-
efficiency single-photon detectors16,17 and sources18,19, devices that
would enable a deterministic interaction between photons11,12, and
chip-scale waveguide quantum circuits14,20.

Silicon single-photon detectors operate at room temperature at
10 MHz with 70% efficiency; work is in progress to increase efficiency
and to resolve the photon number16,17. Superconducting detectors
operating as sensitive thermometers can resolve the photon number,
have 95% efficiency and low noise, but operate at ,100 mK and are
relatively slow. Faster (hundreds of MHz) nanostructured NbN
superconducting nanowire detectors have achieved high efficiency
and photon number resolution16,17.

One approach to a high-efficiency single-photon source is to multi-
plex the nonlinear optical sources currently used to emit pairs of
photons spontaneously18. An alternative is a single quantum system
in an optical cavity that emits a single photon on transition from an
excited to a ground state. Robust alignment of the cavity can be achieved
with solid-state ‘artificial atoms’, such as quantum dots18,19,21,22 and
potentially with impurities in diamond23, which we discuss below. As
these cavity quantum electrodynamics systems improve, they could
provide deterministic photon–photon nonlinearities24.

Regardless of the approach used for photon sources, detectors and
nonlinearities, photon loss remains a significant challenge, and

provides the closest comparison to T2 decoherence in matter-based
qubits (see Table 1). Like decoherence, loss can be handled by QEC
techniques with high thresholds15. Typical values for loss in inte-
grated waveguide devices are ,0.1 dB cm21. Current silica wave-
guide circuits14,20 use about one centimetre per logic gate (see
Fig. 2), a length which may be reduced by using circuits with higher
refractive-index contrast. The advances in photonic quantum com-
puting not only support photonic qubits, but are likely to benefit
other types of quantum computer hardware using photons for
quantum communication between matter qubits, including trapped
atoms, quantum dots and solid-state dopants, as discussed below.

Trapped atoms
The best time and frequency standards are based on isolated atomic
systems, owing to the excellent coherence properties of certain energy
levels within atoms. Likewise, these energy levels in trapped atoms
form very reliable qubits, with T1 and T2 times typically in the range
of seconds and longer. Entangling quantum gates can be realized
through appropriate interactions between atoms, and atomic qubits
can be initialized by optical pumping and measured with nearly
100% efficiency through the use of state-dependent optical fluor-
escence detection.

Individual atomic ions can be confined in free space with nano-
metre precision using appropriate electric fields from nearby elec-
trodes25,26, as shown in Fig. 3a and b. Multiple trapped ion qubits can
be entangled through a laser-induced coupling of the spins mediated
by a collective mode of harmonic motion in the trap. The simplest
realization of this interaction to form entangling quantum gates was
first proposed by Cirac and Zoller in 1995 and demonstrated in the
laboratory later that year25. Extensions to this approach rely on
optical spin-dependent forces that do not require individual optical
addressing of the ions, nor the preparation of the ionic motion into a

Table 1 | Current performance of various qubits

Type of qubit T2 Benchmarking (%) References

One qubit Two qubits

Infrared photon 0.1 ms 0.016 1 20

Trapped ion 15 s 0.48{ 0.7* 104–106
Trapped neutral atom 3 s 5 107

Liquid molecule nuclear spins 2 s 0.01{ 0.47{ 108

e2 spin in GaAs quantum dot 3ms 5 43, 57
e2 spins bound to 31P:28Si 0.6 s 5 49
29Si nuclear spins in 28Si 25 s 5 50
NV centre in diamond 2 ms 2 5 60, 61, 65
Superconducting circuit 4ms 0.7{ 10* 73, 79, 81, 109

Measured T2 times are shown, except for photons where T2 is replaced by twice the hold-time
(comparable to T1) of a telecommunication-wavelength photon in fibre. Benchmarking values
show approximate error rates for single or multi-qubit gates. Values marked with asterisks are
found by quantum process or state tomography, and give the departure of the fidelity from
100%. Values marked with daggers are found with randomized benchmarking110. Other values
are rough experimental gate error estimates. In the case of photons, two-qubit gates fail
frequently but success is heralded; error rates shown are conditional on a heralded success.
NV, nitrogen vacancy.

ϕ

Figure 2 | Photonic quantum computer. A microchip containing several
silica-based waveguide interferometers with thermo-optic controlled phase
shifts for photonic quantum gates20. Green lines show optical waveguides;
yellow components are metallic contacts. Pencil tip shown for scale.
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(c) Quantum Dots

(d) Superconducting Josephson Junctions

Some Types of Qubits
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on the quantum computer chip. Electric forces 
can move the ion strings without disturbing their 
internal states, hence preserving the data they 
carry. And researchers could entangle one string 
with another to transfer data and perform pro-
cessing tasks that require the action of many log-
ic gates. The resulting architecture would some-
what resemble the familiar charge-coupled 
device (CCD) used in digital cameras; just as a 
CCD can move electric charge across an array of 
capacitors, a quantum chip could propel strings 
of individual ions through a grid of linear traps.

Many of the trapped-ion experiments at NIST 
have involved shuttling ions through a multi-
zone linear trap. Extending this idea to much 
larger systems, however, will require more 
sophisticated structures with a multitude of elec-
trodes that could guide the ions in any direction. 
The electrodes would have to be very small—in 
the range of 10 to 100 millionths of a meter—to 
confine and control the ion-shuttling procedure 
precisely. Fortunately, the builders of trapped-
ion quantum computers can take advantage of 
microfabrication techniques, such as microelec-
tromechanical systems (MEMS) and semicon-
ductor lithography, that are already used to con-
struct conventional computer chips.

Over the past year several research groups 
have demonstrated the first integrated ion traps. 
Scientists at the University of Michigan and the 
Laboratory for Physical Sciences at the Universi-
ty of Maryland employed a gallium arsenide 
semiconductor structure for their quantum chip. 
Investigators at NIST developed a new ion-trap 
geometry in which the ions float above a chip’s 
surface. Groups at Alcatel-Lucent and Sandia 
National Laboratories have fabricated even fan-
cier ion traps on silicon chips. Much work remains 
to be done on these chip traps. The atomic noise 
emanating from nearby surfaces must be reduced, 
perhaps by cooling the electrodes with liquid 
nitrogen or liquid helium. And researchers must 
skillfully choreograph the movement of ions 
across the chip to avoid heating the particles and 

LEVITATED STRING of eight calcium ions are confined in a vacuum chamber and laser-
cooled to be nearly at rest. Such a string can perform quantum calculations.

this common motion, jiggling back and forth 
like two pendulum weights connected by a 
spring. Researchers can excite the common 
motion by applying photon pressure from a laser 
beam modulated at the natural oscillation fre-
quency of the trap [see box on opposite page].

More important, the laser beam can be made 
to affect the ion only if its magnetic orientation is 
up, which here corresponds to a qubit value of 1. 
What is more, these microscopic bar magnets 
rotate their orientation while they are oscillating 
in space, and the amount of rotation depends on 
whether one or both of the ions are in the 1 state. 
The net result is that if we apply a specific laser 
force to the ions for a carefully adjusted duration, 
we can create a CNOT gate. When the qubits are 
initialized in superposition states, the action of 
this gate entangles the ions, making it a funda-
mental operation for the construction of an arbi-
trary quantum computation among many ions.

Researchers at several laboratories—includ-
ing groups at the University of Innsbruck, the 
University of Michigan at Ann Arbor, the 
National Institute of Standards and Technology 
(NIST) and the University of Oxford—have dem-
onstrated working CNOT gates. Of course, 
none of the gates works perfectly, because they 
are limited by such things as laser-intensity fluc-
tuations and noisy ambient electric fields, which 
compromise the integrity of the ions’ laser-excit-
ed motions. Currently researchers can make a 
two-qubit gate that operates with a “fidelity” of 
slightly above 99 percent, meaning that the 
probability of the gate operating in error is less 
than 1 percent. But a useful quantum computer 
may need to achieve a fidelity of about 99.99 per-
cent for error-correction techniques to work 
properly. One of the main tasks of all trapped-
ion research groups is to reduce the background 
noise enough to reach these goals, and although 
this effort will be daunting, nothing fundamen-
tal stands in the way of its achievement. 

Ion Highways
But can researchers really make a full-fledged 
quantum computer out of trapped ions? Unfor-
tunately, it appears that longer strings of ions—

those containing more than about 20 qubits—

would be nearly impossible to control because 
their many collective modes of common motion 
would interfere with one another. So scientists 
have begun to explore the idea of dividing the 
quantum hardware into manageable chunks, 
performing calculations with short chains of 
ions that could be shuttled from place to place 

Quantum 
information 
science offers 
an opportunity 
to radically 
change 
computing. 
Scientists may 
finally realize 
their dream  
of creating  
a quantum 
machine that 
can tackle tasks 
once thought 
impossible. 
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(a) Trapped Ions: “ion highway”

to preserve the coherences in the large Hilbert space. Generally, neither
the ‘on’ state nor the ‘off’ state is as difficult to implement as the ability
to switch between the two! In engineering a scalable quantum com-
puter architecture, these conflicts are often aided by techniques
for quantum communication; for this DiVincenzo introduced extra
criteria related to the ability to convert stationary qubits to ‘flying
qubits’ such as photons. Quantum communication allows small
quantum computers to be ‘wired together’ to make larger ones, it
allows specialized measurement hardware to be located distantly from
sensitive quantum memories, and it makes it easier to achieve the
strong qubit connectivity required by most schemes for fault-tolerance.

The central challenge in actually building quantum computers is
maintaining the simultaneous abilities to control quantum systems,
to measure them, and to preserve their strong isolation from un-
controlled parts of their environment. In the ensuing sections, we
introduce the various technologies researchers are currently employ-
ing to meet this challenge.

Photons
Realizing a qubit as the polarization state of a photon is appealing
because photons are relatively free of the decoherence that plagues
other quantum systems. Polarization rotations (one-qubit gates) can
easily be done using ‘waveplates’ made of birefringent material.
(Photons also allow the encoding of a qubit on the basis of location
and timing; quantum information may also be encoded in the con-
tinuous phase and amplitude variables of many-photon laser
beams10.) However, achieving the needed interactions between
photons for universal multi-qubit control presents a major hurdle.
The necessary interactions appear to require optical nonlinearities
stronger than those available in conventional nonlinear media, and
initially it was believed that electromagnetically induced transpar-
ency11 or atom–photon interactions enhanced by an optical cavity
(cavity quantum electrodynamics)12 would be required.

In 2001, a breakthrough known as the KLM (Knill–Laflamme–
Milburn13) scheme showed that scalable quantum computing is
possible using only single-photon sources and detectors, and linear
optical circuits. This scheme relies on quantum interference with
auxiliary photons at a beamsplitter and single-photon detection to
induce interactions nondeterministically. In the past five years, the
KLM scheme has moved from a mathematical proof-of-possibility
towards practical realization, with demonstrations of simple
quantum algorithms14 and theoretical developments that drama-
tically reduce the resource overhead15. These developments employ
the ideas of cluster-state quantum computing5, and have been
demonstrated experimentally15. Today, efforts are focused on high-
efficiency single-photon detectors16,17 and sources18,19, devices that
would enable a deterministic interaction between photons11,12, and
chip-scale waveguide quantum circuits14,20.

Silicon single-photon detectors operate at room temperature at
10 MHz with 70% efficiency; work is in progress to increase efficiency
and to resolve the photon number16,17. Superconducting detectors
operating as sensitive thermometers can resolve the photon number,
have 95% efficiency and low noise, but operate at ,100 mK and are
relatively slow. Faster (hundreds of MHz) nanostructured NbN
superconducting nanowire detectors have achieved high efficiency
and photon number resolution16,17.

One approach to a high-efficiency single-photon source is to multi-
plex the nonlinear optical sources currently used to emit pairs of
photons spontaneously18. An alternative is a single quantum system
in an optical cavity that emits a single photon on transition from an
excited to a ground state. Robust alignment of the cavity can be achieved
with solid-state ‘artificial atoms’, such as quantum dots18,19,21,22 and
potentially with impurities in diamond23, which we discuss below. As
these cavity quantum electrodynamics systems improve, they could
provide deterministic photon–photon nonlinearities24.

Regardless of the approach used for photon sources, detectors and
nonlinearities, photon loss remains a significant challenge, and

provides the closest comparison to T2 decoherence in matter-based
qubits (see Table 1). Like decoherence, loss can be handled by QEC
techniques with high thresholds15. Typical values for loss in inte-
grated waveguide devices are ,0.1 dB cm21. Current silica wave-
guide circuits14,20 use about one centimetre per logic gate (see
Fig. 2), a length which may be reduced by using circuits with higher
refractive-index contrast. The advances in photonic quantum com-
puting not only support photonic qubits, but are likely to benefit
other types of quantum computer hardware using photons for
quantum communication between matter qubits, including trapped
atoms, quantum dots and solid-state dopants, as discussed below.

Trapped atoms
The best time and frequency standards are based on isolated atomic
systems, owing to the excellent coherence properties of certain energy
levels within atoms. Likewise, these energy levels in trapped atoms
form very reliable qubits, with T1 and T2 times typically in the range
of seconds and longer. Entangling quantum gates can be realized
through appropriate interactions between atoms, and atomic qubits
can be initialized by optical pumping and measured with nearly
100% efficiency through the use of state-dependent optical fluor-
escence detection.

Individual atomic ions can be confined in free space with nano-
metre precision using appropriate electric fields from nearby elec-
trodes25,26, as shown in Fig. 3a and b. Multiple trapped ion qubits can
be entangled through a laser-induced coupling of the spins mediated
by a collective mode of harmonic motion in the trap. The simplest
realization of this interaction to form entangling quantum gates was
first proposed by Cirac and Zoller in 1995 and demonstrated in the
laboratory later that year25. Extensions to this approach rely on
optical spin-dependent forces that do not require individual optical
addressing of the ions, nor the preparation of the ionic motion into a

Table 1 | Current performance of various qubits

Type of qubit T2 Benchmarking (%) References

One qubit Two qubits

Infrared photon 0.1 ms 0.016 1 20

Trapped ion 15 s 0.48{ 0.7* 104–106
Trapped neutral atom 3 s 5 107

Liquid molecule nuclear spins 2 s 0.01{ 0.47{ 108

e2 spin in GaAs quantum dot 3ms 5 43, 57
e2 spins bound to 31P:28Si 0.6 s 5 49
29Si nuclear spins in 28Si 25 s 5 50
NV centre in diamond 2 ms 2 5 60, 61, 65
Superconducting circuit 4ms 0.7{ 10* 73, 79, 81, 109

Measured T2 times are shown, except for photons where T2 is replaced by twice the hold-time
(comparable to T1) of a telecommunication-wavelength photon in fibre. Benchmarking values
show approximate error rates for single or multi-qubit gates. Values marked with asterisks are
found by quantum process or state tomography, and give the departure of the fidelity from
100%. Values marked with daggers are found with randomized benchmarking110. Other values
are rough experimental gate error estimates. In the case of photons, two-qubit gates fail
frequently but success is heralded; error rates shown are conditional on a heralded success.
NV, nitrogen vacancy.

ϕ

Figure 2 | Photonic quantum computer. A microchip containing several
silica-based waveguide interferometers with thermo-optic controlled phase
shifts for photonic quantum gates20. Green lines show optical waveguides;
yellow components are metallic contacts. Pencil tip shown for scale.
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(b) Photons

fluorescence in an optical microscope23. As in silicon, the nuclear
structure near the impurity is sufficiently clean to allow hyperfine-
mediated nuclear spin memory60,61; this memory in turn may assist in
electron-spin readout62.

Owing to a nearly nuclear-spin-free carbon lattice and low spin-
orbit coupling, nitrogen-vacancy centres show longer spin coherence
times than GaAs quantum dots, even at room temperature. In low-
purity, technical-grade synthetic material, single substitutional nitro-
gen atoms cause major effects on the electronic spin properties of
nitrogen-vacancy centres63. This electron spin bath can be polarized
in high magnetic fields leading to a complete freezing of the nitrogen
spin dynamics64. Decoherence times are much longer in ultrapure
diamond. Recently, it was shown that a chemical vapour deposition
process allows reduction of the impurity concentration down to
about 0.1 parts per billion. In such materials, the nuclear spin bath
formed by 13C nuclei (natural abundance of about 1.1%) governs the
dynamics of the electron spin of nitrogen-vacancy centres60. By grow-
ing isotopically enriched 12C diamond, it is possible to increase T2 to
2 ms for 99.7% pure material. The T1 limit is expected to be of the
order of seconds at room temperature65.

Magnetic interactions between quantum dots or dopant spins
allow local couplings, as recently demonstrated in diamond66.
Longer-distance optical connections between such qubits are likely
to be strongly assisted by cavity quantum electrodynamics with optical
microcavities. The critical figure of merit for the microcavity is the
cooperativity parameter, which is proportional to the cavity quality
factor Q divided by the cavity mode volume. The latter may be very
small in solid-state microcavities, on the scale of the cube of the optical
wavelength, leading to initial demonstrations of quantum logic
between single, self-assembled quantum dots in high-cooperativity
microcavities and single photons22. Microcavities will be especially
important for nitrogen-vacancy centres67, because their zero-phonon
emission line is weaker than for typical quantum dot transitions.

Other materials showing strong optical characteristics and nuclear-
spin-free substrates are also under consideration. In diamond, nickel-
related centres exhibit narrow-band, near-infrared emission at room
temperature68, and silicon-vacancy defects are known to have a para-
magnetic ground state similar to that in nitrogen-vacancy defects69. In
the wide-gap, group II–VI semiconductor ZnSe, the fluorine impurity
has a similar binding energy and spin structure to that of phosphorus
in silicon and a comparable potential for isotopic depletion of nuclear
spins from the substrate. Unlike silicon- or diamond-based impur-
ities, it has an oscillator strength comparable to that of a quantum
dot70.

Although it is routine to make large wafers of spins trapped in dots
and impurities, scaling a system of coupled spins remains a challenge.
The microsecond T2 times seen in GaAs are long in comparison to
their 1–100-ps qubit control times and 1–10-ns measurement and

initialization times, but large-scale systems will require improved con-
nectivity and homogeneity. The longer, millisecond T2 times in the
more homogeneous silicon and diamond systems must be considered
alongside the slower, developing methods to couple these qubits.

Superconductors
Qubits made from ordinary electrical circuits would decohere
quickly owing to resistive power loss. In superconductors at low
temperature, however, electrons bind into Cooper pairs that con-
dense into a state with zero-resistance current and a well-defined
phase. In superconducting circuits, the potential for the quantum
variables of that Cooper-pair condensate may be changed by con-
trolling macroscopically defined inductances (L), capacitances (C),
and so on, allowing the construction of qubits. Likewise, the potential
may be dynamically altered by electrical signals to give complete
quantum control. These devices therefore resemble classical high-
speed integrated circuits and can be readily fabricated using existing
technologies.

The basic physics behind superconducting qubits is most easily
explained by analogy to the simpler quantum mechanical system of
a single particle in a potential. To begin, an ordinary LC-resonator
circuit provides a quantum harmonic oscillator. The magnetic flux
across the inductor W and the charge on the capacitor plate Q have the
commutator [W, Q ] 5 i", and therefore W and Q are respectively
analogous to the position and momentum of a single quantum
particle. The dynamics are determined by the ‘potential’ energy W2/2L
and the ‘kinetic’ energy Q 2/2C, which results in the well-known
equidistant level quantization of the harmonic oscillator. However,
anharmonicity is needed, and it is available from the key component
in superconducting qubits: the Josephson junction. A Josephson junc-
tion is a thin insulating layer separating sections of a superconductor.
The quantization of the tunnelling charge across the junction brings a
cosine term to the parabola in the potential energy with an amplitude
given by the Josephson energy EJ, which is proportional to the junction
critical current. Two of the quantized levels in the resulting anharmonic
potential give rise to a qubit.

There are three basic types of superconducting qubits—charge,
flux and phase—with potentials shown in Fig. 5b–d. A critical differ-
ence between the different qubit types is the ratio EJ/EC, where
EC 5 e2/2C is the single electron charging energy characterizing the
charging effect, that is, the kinetic term. This ratio alters the nature of
the wavefunctions and their sensitivity to charge and flux fluctuations.

The first type of superconducting qubit, the charge qubit, omits
the inductance. There is no closed superconducting loop, and the
potential is simply a cosine with a minimum at zero phase. It is
sometimes called a Cooper-pair box, because it relies ultimately on
the quantization of charge into individual Cooper pairs, which
becomes a dominant effect when a sufficiently small ‘box’ electrode
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Figure 4 | Quantum dot and solid-state dopant qubits. a, An
electrostatically confined quantum dot; the structure shown is several mm
across. 2DEG, two-dimensional electron gas. b, A self-assembled quantum

dot. Scale bar, ,5 nm. c, The atomic structure of a nitrogen-vacancy centre
in the diamond lattice, with lattice constant 3.6 Å. Figure copied from figure 1
of ref. 111 with permission.
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is defined by a Josephson junction. Qubits of this type were first
developed71 in the regime of EJ/EC = 1, and later extended to
EJ/EC ? 1 and named ‘quantronium’72 and ‘transmon’73 . In the flux
qubit74 , also known as a persistent-current qubit, the circuit is
designed to give a double-well potential. The two minima correspond
to persistent currents going in opposite directions along the loop.
Often the inductance is substituted by an array of Josephson junc-
tions. The kinetic energy term is kept small, so EJ/EC ? 1. In the
phase qubit75, the potential is biased at a different point and again
EJ/EC ? 1, so that the phase qubit may use the two-lowest energy
states in a single metastable anharmonic potential well.

Typically, the qubit excitation frequency is designed at 5–10 GHz,
which is high enough to minimize thermal effects at the low tempera-
tures available in dilution refrigerators (,10 mK; kBT/h < 0.2 GHz)
and low enough for ease of microwave engineering. Single-qubit gates
are implemented with resonant pulses of duration 1–10 ns, delivered
to the qubit locally using on-chip wires.

Neighbouring qubits naturally couple to each other either capaci-
tively or inductively, allowing simple quantum logic gates. However,
for large-scale quantum computer architectures, more adjustable
coupling schemes are desirable. Indirect couplings mediated by a
tunable coupler have been developed for switching on and off the
interaction between qubits76 . The application of tunably coupled
qubits to adiabatic quantum computing is also under investigation77.

Coupling qubits with microwave ‘photons’ in a transmission line
has brought a new paradigm to superconducting quantum circuits.
Transmission-line-based resonators have extremely small mode
volumes and thus achieve cavities with strong cooperativity factors78.
Such systems have allowed two-qubit gate operations within a few
tens of nanoseconds and have been used for implementing algo-
rithms79 and for measurements of non-local quantum correla-
tions80,81 between qubits millimetres apart.

High-fidelity qubit readout schemes are under development. The
switching behaviour of a current-biased Josephson junction at its
critical current is commonly used as a threshold discriminator of
the two qubit states80. Another promising development is the demon-
stration of QND measurements in which a qubit provides a state-
dependent phase shift for an electromagnetic wave in a transmission
line82. A high readout fidelity of ,95% and a fast QND readout
within tens of nanoseconds have been achieved.

A notable feature of superconducting qubits is their macroscopic
scale: they involve the collective motion of a large number (,1010) of
conduction electrons in devices as large as 100mm. Common wisdom
is that superpositions of these larger, more ‘macroscopic’ states
should suffer faster decoherence than more ‘microscopic’ systems.
However, the distressingly short decoherence times of a few nanose-
conds observed in the earliest experiments have recently been

extended to T1 and T2 values of a few to several microseconds, now
ten to a hundred times longer than the demonstrated initialization,
read-out, and universal logic timescales. Nevertheless, understanding
and eliminating the decoherence still remains the biggest challenge
for superconducting qubits. Material engineering on the microscopic
scale may be required to eliminate the remaining noise sources.

Other technologies
A large number of other technologies exhibiting quantum coherence,
besides those we have discussed above, have been proposed and
tested for quantum computers.

As one example, the single photons in photonic quantum computers
could be replaced by single, ballistic electrons in low-temperature
semiconductor nanostructures, which may offer advantages in the
availability of nonlinearities for interactions and in detection. As
another emerging example, quantum computers based on ions and
atoms may benefit from using small, polar molecules instead of single
atoms, because the rotational degrees of freedom of molecules offer
more possibilities for coherent control83 .

Another solid-state system under investigation is that of rare-earth
ions in crystalline hosts, whose hyperfine states have been known for
many years to show long coherence times. Unfortunately, the weak
optical transitions of these impurity ions prevent single-atom detec-
tion, and so, like nuclear-magnetic-resonance quantum computing,
this approach employs an ensemble. The extremely high ratio of homo-
geneous to inhomogeneous broadening in such systems (typically
1 kHz versus 10 GHz for Eu:YAlO3 ) allows the resolution of as many
as 107 qubits, defined as groups of ions with a well defined optical
transition frequency isolated by a narrow-bandwidth laser. The initial
state of rare-earth qubits can be initialized via optical pumping of
hyperfine sublevels of the ground state84 . Multi-qubit gates are possible
via the large permanent dipole moment in both ground and excited
electronic states. These qubits may provide an efficient interface
between flying and matter qubits with storage times for photons of
up to 10 s (ref. 85).

Other materials for hosting single-electron-based qubits are also
under consideration. The carbon-based nanomaterials of fullerenes86 ,
nanotubes87 and graphene88 have excellent properties for hosting
arrays of electron-based qubits. Electrons for quantum computing
may also be held in a low-decoherence environment on the surface
of liquid helium89, or be contained in molecular magnets90.

A further category of exploration for quantum computation
involves methods of mediating quantum logic between qubits, often
of existing types. A key example of this is the use of superconducting
transmission line cavities and resonators for qubits other than those
based on Josephson junctions, such as ions91, polar molecules92 and
quantum dots93. Edge-currents in quantum-Hall systems present
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Figure 5 | Superconducting qubits. a, Minimal circuit model of
superconducting qubits. The Josephson junction is denoted by the blue ‘X’.
b–d, Potential energy U(W) (red) and qubit energy levels (black) for charge
(b), flux (c), and phase qubits (d), respectively. e–h, Micrographs of
superconducting qubits. The circuits are made of Al films. The Josephson

junctions consist of Al2O3 tunnel barriers between two layers of Al. e, Charge
qubit, or a Cooper pair box. f, Transmon, a derivative of charge qubit with
large EJ/EC (courtesy of R. J. Schoelkopf). The Josephson junction in the
middle is not visible at this scale. g, Flux qubit (courtesy of J. E. Mooij).
h, Phase qubit (courtesy of J. M. Martinis).
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Commercial Quantum Computing

• Google: https://ai.google/research/teams/
applied-science/quantum-ai/ 

• Regetti: https://www.rigetti.com  

• IBM: https://www.research.ibm.com/ibm-q/  

• D-Wave: https://www.dwavesys.com/home 

https://ai.google/research/teams/applied-science/quantum-ai/
https://ai.google/research/teams/applied-science/quantum-ai/
https://www.rigetti.com
https://www.research.ibm.com/ibm-q/
https://www.dwavesys.com/home


Research Questions
• What are qubits and how do they work? 
• What is required to manipulate qubits, to measure qubits, to initialize qubits, to define a 

quantum solution? 
• What is the basic physics defining quantum mechanical processes? 
• What are applications of quantum state control:  
‣ Measurement of single molecules… 
‣ Magnetic resonances of single atomic/electron spins 
‣ LIGO 
‣ Structural dynamics of single molecules, proteins, … 
‣ Nanoresonators for sensing and detecting everything small



Research Plan
• Start at the beginning with ultra-cold trapped ions: the hyperfine two-state 

system of trapped Be+: Phys Rev Letters, “Demonstration of a Fundamental 
Quantum Logic Gate”, 75, 4714 (1995), C. Monroe, Meekhof, King, Itano, Wineland 

• Nuclear Magnetic Resonance (NMR) 

• Superconducting Josephson Junctions, Transmons, … 

• Plus, some quantum logic along the way…



Assignment for Next Week

• Read Quantum Computing with Ions, Scientific 
American (August 2008). 

• Sign up at IBM:  
https://www.research.ibm.com/ibm-q/




