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Figure 1. Nanoelectro-
mechanical devices. 
(a) A 20-MHz nanome-
chanical resonator ca-
pacitively coupled to a
single-electron transistor
(Keith Schwab, Labora-
tory for Physical Sci-
ences).11 (b) An ultrasen-
sitive magnetic force
detector that has been
used to detect a single
electron spin (Dan
Rugar, IBM).3 (c) A tor-
sional resonator used to
study Casimir forces and
look for possible correc-
tions to Newtonian grav-
itation at short length
scales (Ricardo Decca,
Indiana University–
Purdue University Indi-
anapolis). (d) A paramet-
ric radio-frequency me-
chanical amplifier that
provides a thousandfold
boost of signal displace-
ments at 17 MHz
(Michael Roukes, Cal-
tech). (e) A 116-MHz
nanomechanical res-
onator coupled to a 
single-electron transistor
(Andrew Cleland, Uni-
versity of California,
Santa Barbara).10

(f) A tunable carbon
nanotube resonator op-
erating at 3–300 MHz 
(Paul McEuen, Cornell
University).14
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Everything moves! In a world dominated by electronic
devices and instruments it is easy to forget that all

measurements involve motion, whether it be the motion of
electrons through a transistor, Cooper pairs or quasiparti-
cles through a superconducting quantum interference de-
vice (SQUID), photons through an optical interferome-
ter—or the simple displacement of a mechanical element.
Nanoscience today is driving a resurgence of interest in
mechanical devices, which have long been used as front
ends for sensitive force detectors. Among prominent his-
torical examples are Coulomb’s mechanical torsion bal-
ance, which allowed him in 1785 to establish the inverse-
square force law of electric charges, and Cavendish’s
mechanical instrument that allowed him in 1798 to meas-
ure the gravitational force between two lead spheres.

Today, micro- and nanoelectromechanical systems
(MEMS and NEMS) are widely employed in ways similar
to those early force detectors, yet with vastly greater force
and mass sensitivity—now pushing into the realm of
zeptonewtons (10⊗21 N) and zeptograms (10⊗21 g). These ul-
traminiature sensors also can provide spatial resolution at
the atomic scale and vibrate at frequencies in the giga-
hertz range.1 Among the breadth of applications that have
become possible are measurements of forces between in-
dividual biomolecules,2 forces arising from magnetic reso-
nance of single spins,3 and perturbations that arise from
mass fluctuations involving single atoms and molecules.4

The patterning of mechanical structures with nanometer-
scale features is now commonplace; figure 1 and the cover
display examples of current devices.

The technological future for small mechanical devices
clearly seems bright, yet some of the most intriguing ap-
plications of NEMS remain squarely within the realm of
fundamental research. Although the sensors for the appli-
cations mentioned above are governed by classical physics,
the imprint of quantum phenomena upon them can now
be readily seen in the laboratory. For example, the Casimir
effect, arising from the zero-point fluctuations of the elec-
tromagnetic vacuum, can drive certain small mechanical
devices with a force of hundreds of piconewtons and pro-
duce discernible motion in the devices.5 But it is now pos-
sible, and perhaps even more intriguing, to consider the
intrinsic quantum fluctuations—those that belong to the
mechanical device itself. The continual progress in shrink-
ing devices, and the profound increases in sensitivity

achieved to read out those devices, now bring us to the
realm of quantum mechanical systems.

The quantum realm
What conditions are required to observe the quantum prop-
erties of a mechanical structure, and what can we learn
when we encounter them? Such questions have received
considerable attention from the community pursuing grav-
itational-wave detection: For more than 25 years, that com-
munity has understood that the quantum properties of me-
chanical detectors will impose ultimate limits on their force
sensitivity.6,7 Through heroic and sustained efforts, the
Laser Interferometer Gravitational Wave Observatory
(LIGO) with a 10-kg test mass, and cryogenic acoustic de-
tectors with test masses as large as 1000 kg, currently
achieve displacement sensitivities only a factor of about 30
from the limits set by the uncertainty principle.

But the quantum-engineering considerations for me-
chanical detectors are not exclusive to the realm of gravi-
tational-wave physics. In the introduction to their pio-
neering book on quantum measurement, Vladimir
Braginsky and Farid Khalili envisage an era when quan-
tum considerations become central to much of commercial
engineering.7 Today, we are approaching that time—
advances in the sensitivity of force detection for new types
of scanning force microscopy point to an era when me-
chanical engineers will have to include \ among their list
of standard engineering constants.

Several laboratories worldwide are pursuing mechan-
ical detection of single nuclear spins. That goal is espe-
cially compelling in light of the recent success of Dan
Rugar and colleagues at IBM in detecting a single electron
spin with a MEMS device (see figure 1b and PHYSICS
TODAY, October 2004, page 22).3 However, nuclear spins
generate mechanical forces of about 10⊗21 N, more than
1000 times smaller than the forces from single electron
spins. One ultimate application of this technique, struc-
tural imaging of individual proteins, will involve millions
of bits of data and require measurements to be carried out
not on the current time scale of hours, but over microsec-
onds. Detecting such small forces within an appropriate
measurement time will necessitate new quantum meas-
urement schemes at high frequencies, a significant chal-
lenge. Yet the payoff, originally envisaged by John Sidles,
will be proportionately immense: three-dimensional,
chemically specific atomic imaging of individual macro-
molecules.8

The direct study of quantum mechanics in micron- and
submicron-scale mechanical structures is every bit as at-
tractive as the actual applications of MEMS and NEMS.9
With resonant frequencies from kilohertz to gigahertz, low
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remainder or to isolate DNA of particular inter-
est based on the initial survey make this a very
practical method for examining the genomic
content of environmental communities.
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Approaching the Quantum Limit
of a Nanomechanical Resonator
M. D. LaHaye,1,2 O. Buu,1,2 B. Camarota,1,2 K. C. Schwab1*

By coupling a single-electron transistor to a high–quality factor, 19.7-mega-
hertz nanomechanical resonator, we demonstrate position detection approach-
ing that set by the Heisenberg uncertainty principle limit. At millikelvin tem-
peratures, position resolution a factor of 4.3 above the quantum limit is
achieved and demonstrates the near-ideal performance of the single-electron
transistor as a linear amplifier. We have observed the resonator’s thermal motion
at temperatures as lowas56millikelvin,withquantumoccupation factors ofNTH#
58. The implications of this experiment reach from the ultimate limits of force
microscopy to qubit readout for quantum information devices.

Since the development of quantum mechanics,
it has been appreciated that there is a funda-
mental limit to the precision of repeated posi-
tion measurements (1). This is a consequence of

the Heisenberg uncertainty principle (2), which
places a limit on the simultaneous knowledge

of position x and momentum p: $x • $p !
%

2
,

where 2& • % is Planck’s constant. When ap-
plied to a simple harmonic oscillator of mass m
and angular resonant frequency '0, this rela-
tionship places a limit on the precision of two
instantaneous, strong position measurements,

what is called the “standard quantum limit,”

$xSQL # ! %

2m'0
(3).

Although the standard quantum limit captures
the physics of the uncertainty principle, it is far
from the situation found when one continuously
measures the position with a linear detector. Lin-
ear amplifiers not only detect and amplify the
incoming desired signal but also impose back-
action onto the object under study (4); the current
noise emanating from the input of a voltage pre-
amplifier or the momentum noise imparted to a
mirror in an optical interferometer are manifesta-
tions of this back-action. The uncertainty principle
again appears and places a quantum limit on the
minimum possible back-action for a linear ampli-
fier. Previous work (5) has concluded that the
minimum possible amplifier noise temperature is

TQL #
%'0

ln3 • kB
. Applying this result to the con-

tinuous readout of a simple harmonic oscillator
yields the ultimate position resolution (6):

$xQL # ! %

ln3 • m'0
( 1.35 • $xSQL, which
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Approaching the Quantum Limit
of a Nanomechanical Resonator
M. D. LaHaye,1,2 O. Buu,1,2 B. Camarota,1,2 K. C. Schwab1*

By coupling a single-electron transistor to a high–quality factor, 19.7-mega-
hertz nanomechanical resonator, we demonstrate position detection approach-
ing that set by the Heisenberg uncertainty principle limit. At millikelvin tem-
peratures, position resolution a factor of 4.3 above the quantum limit is
achieved and demonstrates the near-ideal performance of the single-electron
transistor as a linear amplifier. We have observed the resonator’s thermal motion
at temperatures as lowas56millikelvin,withquantumoccupation factors ofNTH#
58. The implications of this experiment reach from the ultimate limits of force
microscopy to qubit readout for quantum information devices.

Since the development of quantum mechanics,
it has been appreciated that there is a funda-
mental limit to the precision of repeated posi-
tion measurements (1). This is a consequence of

the Heisenberg uncertainty principle (2), which
places a limit on the simultaneous knowledge

of position x and momentum p: $x • $p !
%

2
,

where 2& • % is Planck’s constant. When ap-
plied to a simple harmonic oscillator of mass m
and angular resonant frequency '0, this rela-
tionship places a limit on the precision of two
instantaneous, strong position measurements,

what is called the “standard quantum limit,”

$xSQL # ! %

2m'0
(3).

Although the standard quantum limit captures
the physics of the uncertainty principle, it is far
from the situation found when one continuously
measures the position with a linear detector. Lin-
ear amplifiers not only detect and amplify the
incoming desired signal but also impose back-
action onto the object under study (4); the current
noise emanating from the input of a voltage pre-
amplifier or the momentum noise imparted to a
mirror in an optical interferometer are manifesta-
tions of this back-action. The uncertainty principle
again appears and places a quantum limit on the
minimum possible back-action for a linear ampli-
fier. Previous work (5) has concluded that the
minimum possible amplifier noise temperature is

TQL #
%'0

ln3 • kB
. Applying this result to the con-

tinuous readout of a simple harmonic oscillator
yields the ultimate position resolution (6):

$xQL # ! %

ln3 • m'0
( 1.35 • $xSQL, which
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accounts for both the quantum noise of the
resonator and the linear amplifier.

In addition to issues of ultimate limits of
measurement, it has been recently appreciated
(7) that it should be possible to prepare micron-
scale, resonant mechanical systems in the quan-
tum ground state. The energy of this elementary
system should be quantized: EN ! "#0(N $
1/2), where N ! 0,1,2, . . . , with a minimum
possible energy of E0 ! "#0/2 corresponding
to an average position x! ! 0 and standard
deviation of %xSQL. Freeze-out to the quantum
ground state should occur when kBT/"#0 !
T/TQ ! 1. As a result of the high resonance
frequency of nanomechanics, now demonstrat-
ed as high as 1 GHz (8), freeze-out should be
possible at millikelvin temperatures. We dem-
onstrate the approach to the quantum limit of a
19.7-MHz nanomechanical resonator in both of
these ways: continuous position observation ap-
proaching the uncertainty principle limit and
observation of low quantum numbers by ther-
malization to millikelvin temperatures.

To approach these limits, we have engineered
a nanoelectromechanical system composed of a
microscopic mechanical resonator capacitively
coupled to a superconducting single-electron tran-
sistor (SSET) (Fig. 1). The mechanical resonator
is biased with a large dc potential, VNR, and
coupled to the SSET island through CG. In-plane
motion of the resonator linearly modulates this
capacitance and thus changes the potential of the
island, which, in turn, changes the impedance of
the SSET. Use of a microwave matching network
[radio frequency SSET (RF-SSET)] technique (4)
allows continuous readout of the SSET imped-
ance with very high sensitivity and bandwidth (9)
(fig. S1). This position-detection scheme and po-
tential for approaching quantum limits has been
considered by a number of authors (10–12) and
has very recently been demonstrated (13) with a
normal-state single-electron transistor (SET), al-
beit with very limited bandwidth and sensitivity
far from the quantum limit.

A SSET is thought to be a realization of a
near-ideal linear amplifier, ideal in the sense
that amplification can be accomplished with
back-action close to that which is required by
the uncertainty principle (4, 14). The back-
action is a result of the electrons stochastically
tunneling onto and off of the island, changing

its potential by &V !
e

C'
( 400 )V with each

tunneling event, where C' ( 400 aF is a typical
total island capacitance. Calculations of the
spectral power density of these fluctuations for
an SSET show a white power spectrum extend-
ing up to 1/R'C' ( 10 GHz, with an amplitude

of !SV !! e3

IDS C2
'

( 3nV/!Hz (14, 15). These

voltage fluctuations produce back-action forces
and stochastic displacements of the mechanical
resonator, ultimately limiting the position resolu-
tion of this scheme. Thus, careful attention must

be placed upon the engineering of the coupling
between the mechanical resonator and the SSET
(10, 11). As the coupling voltage, VNR, is in-
creased, the SSET becomes more sensitive to
displacements, with the resolution limited by the
shot-noise through the SSET. However, as VNR is
increased, coupling to the back-action voltage
fluctuations of the island becomes stronger, ulti-
mately overcoming the increase in position sensi-
tivity. Fig. 1 shows the predicted sensitivity versus
coupling voltage VNR (10, 11) using our demon-
strated device parameters. Optimal detection ap-
proaches the quantum limit at VNR ( 13 V,
although given the nonideality of our RF-SSET
readout, we do not expect to be limited by back-
action until VNR ( 27 V.

Figure 2 shows the sample layout and the
details of the RF-SSET coupled to the nano-
mechanical resonator. An on-chip LC resonator is
microfabricated for impedance matching the
SSET to an ultralow noise, 50 * microwave
amplifier with TN ! 2 K. The LC resonator is
formed by an interdigitated capacitor and a planar
Al coil (14 turns, 130 )m square, 1 )m pitch and
line width). Our circuit demonstrates a resonance
at 1.35 GHz with a Q ( 10, giving a detection
bandwidth of (70 MHz. The SSET characteris-
tics measured through the mapping of IDS versus
VDS versus VNR are C' ! 450 aF, CG ! 26 aF,
and R' ! 70 k* where R' is the series resistance
of the tunnel junctions; we achieve a charge sen-

sitivity of !SQ " 6 – 14 )e/!Hz. A feedback

scheme is used to sense and hold the SSET at
maximum charge sensitivity (9). This is essential
for achieving the best position sensitivity, because
the noise floor of our RF-SSET is determined by
the cryogenic microwave preamplifier. We
achieve gain stability sufficient for long-term av-
erages of the noise spectra.

The nanomechanical resonances of the dou-
bly clamped beam are first identified using

magnetomotive readout (16); we find an out-
of-plane resonance of 17 MHz and an in-plane
resonance of 19.7 MHz. Fig. 3 shows the in-
plane mode detected with the RF-SSET. The
two displacement detection techniques give
identical resonator characteristics within mea-
surement uncertainty. From the temperature de-
pendence of the quality factor of the 19.7-MHz
mode (Fig. 4), it is interesting to note the linear
increase in quality factor as temperature de-
creases, a much stronger dependence than what
is uniformly observed in nanomechanical reso-
nators at higher temperatures (17).

Without driving the resonance and simply
recording the noise spectra from the RF-SSET,
we can detect the thermal motion of the beam at
very low temperatures (Fig. 3). The noise pow-
er fits a simple harmonic oscillator line shape,
sitting atop a white-noise background from the
cryogenic preamplifier, with frequency and Q
identical to that found by driving.

The integrated noise power is proportional
to +x2, and is plotted versus temperature (Fig.
4). Above 100 mK, it closely follows a linear
temperature dependence with intercept through
the origin. As our mechanical mode is essen-

tially classical for temperatures above TQ!
"#0

kB
!

l mK, this is the expected result, which follows
from the classical equipartition of energy:
+E, ! m#2

0+x
2, ! kBT. Analogous to Johnson

noise thermometry (18), this technique allows di-
rect measurement of the thermodynamic temper-
ature of the nanomechanical mode (9).

Below 100 mK, we observe that the
integrated noise power does not follow the
same linear dependence as we continue to cool
the sample holder to 35 mK (temperature mea-
sured by RuO-resistance thermometry mounted
on the Cu sample package.) A possible reason
for this excess mechanical noise temperature is

Fig. 1. (Bottom) The solid lines
show the expected position res-
olution due to shot-noise (black),
back-action noise (red), and the
uncorrelated sum (blue) as a
function of coupling voltage VNR,
assuming the device parameters
realized in this experiment. The
points are the observed sensitiv-
ity where the deviation from the
blue curve is due to nonidealities
in the RF-SSET readout circuit.
The dashed line is the expected
sensitivity calculated from the
measured charge sensitivity. Er-
ror bars are on the quantity
%X/%XQL. (Top) The simplified
schematic shows the RF-SSET ca-
pacitively coupled to a voltage-
biased Au/SiN nanomechanical
resonator with on-chip LC resona-
tor formed by the square spiral, LT,
and an interdigitated capacitor, CT.
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19.7 MHz Nanomechanical Resonator

(C) Details of the 19.7-MHz nanomechanical 
resonator (200 nm wide, 8 µm long, coated 
with 20 nm of Au atop 100 nm SiN), defined 
by the regions in black where the SiN has been 
etched through. The SSET island (5 µm long 
and 50 nm wide) is positioned 600 nm away 
from the resonator. Tunnel junctions, marked 
“J,” are located at corners. A 70-nm-thick gold 
gate is positioned to the right of the resonator 
and is used both to drive the resonator and to 
control the bias point of the SSET.
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Vibrating Beam

δx

m = 9.7 x 10-16 kg

2 π f = √(k/m)
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Quantum Harmonic Oscillator
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Quanta of Oscillations 
(Phonons)

T ni

1.4 mK 1

2.3 mK 2

47.7 mK 50
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Vibrating Beam
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Young’s & Shear Modulus (E, µ)

Material Typical values for
shear modulus (GPa)

Young’s Modulus 
(GPa) Mass Density (kg/m3)

Diamond[2] 478 1220 3,530

Steel[3] 79 200 ~ 8,000

Copper[4] 45 117 8,960

Glass[3] 26 70

Aluminium[3] 26 69 2,700

Rubber[5] 0.0006 ~0.05

Gold 27 79 19,300

Si3N4 ~100 310 3,440

Melting
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Measurement/Detection

accounts for both the quantum noise of the
resonator and the linear amplifier.

In addition to issues of ultimate limits of
measurement, it has been recently appreciated
(7) that it should be possible to prepare micron-
scale, resonant mechanical systems in the quan-
tum ground state. The energy of this elementary
system should be quantized: EN ! "#0(N $
1/2), where N ! 0,1,2, . . . , with a minimum
possible energy of E0 ! "#0/2 corresponding
to an average position x! ! 0 and standard
deviation of %xSQL. Freeze-out to the quantum
ground state should occur when kBT/"#0 !
T/TQ ! 1. As a result of the high resonance
frequency of nanomechanics, now demonstrat-
ed as high as 1 GHz (8), freeze-out should be
possible at millikelvin temperatures. We dem-
onstrate the approach to the quantum limit of a
19.7-MHz nanomechanical resonator in both of
these ways: continuous position observation ap-
proaching the uncertainty principle limit and
observation of low quantum numbers by ther-
malization to millikelvin temperatures.

To approach these limits, we have engineered
a nanoelectromechanical system composed of a
microscopic mechanical resonator capacitively
coupled to a superconducting single-electron tran-
sistor (SSET) (Fig. 1). The mechanical resonator
is biased with a large dc potential, VNR, and
coupled to the SSET island through CG. In-plane
motion of the resonator linearly modulates this
capacitance and thus changes the potential of the
island, which, in turn, changes the impedance of
the SSET. Use of a microwave matching network
[radio frequency SSET (RF-SSET)] technique (4)
allows continuous readout of the SSET imped-
ance with very high sensitivity and bandwidth (9)
(fig. S1). This position-detection scheme and po-
tential for approaching quantum limits has been
considered by a number of authors (10–12) and
has very recently been demonstrated (13) with a
normal-state single-electron transistor (SET), al-
beit with very limited bandwidth and sensitivity
far from the quantum limit.

A SSET is thought to be a realization of a
near-ideal linear amplifier, ideal in the sense
that amplification can be accomplished with
back-action close to that which is required by
the uncertainty principle (4, 14). The back-
action is a result of the electrons stochastically
tunneling onto and off of the island, changing

its potential by &V !
e

C'
( 400 )V with each

tunneling event, where C' ( 400 aF is a typical
total island capacitance. Calculations of the
spectral power density of these fluctuations for
an SSET show a white power spectrum extend-
ing up to 1/R'C' ( 10 GHz, with an amplitude

of !SV !! e3

IDS C2
'

( 3nV/!Hz (14, 15). These

voltage fluctuations produce back-action forces
and stochastic displacements of the mechanical
resonator, ultimately limiting the position resolu-
tion of this scheme. Thus, careful attention must

be placed upon the engineering of the coupling
between the mechanical resonator and the SSET
(10, 11). As the coupling voltage, VNR, is in-
creased, the SSET becomes more sensitive to
displacements, with the resolution limited by the
shot-noise through the SSET. However, as VNR is
increased, coupling to the back-action voltage
fluctuations of the island becomes stronger, ulti-
mately overcoming the increase in position sensi-
tivity. Fig. 1 shows the predicted sensitivity versus
coupling voltage VNR (10, 11) using our demon-
strated device parameters. Optimal detection ap-
proaches the quantum limit at VNR ( 13 V,
although given the nonideality of our RF-SSET
readout, we do not expect to be limited by back-
action until VNR ( 27 V.

Figure 2 shows the sample layout and the
details of the RF-SSET coupled to the nano-
mechanical resonator. An on-chip LC resonator is
microfabricated for impedance matching the
SSET to an ultralow noise, 50 * microwave
amplifier with TN ! 2 K. The LC resonator is
formed by an interdigitated capacitor and a planar
Al coil (14 turns, 130 )m square, 1 )m pitch and
line width). Our circuit demonstrates a resonance
at 1.35 GHz with a Q ( 10, giving a detection
bandwidth of (70 MHz. The SSET characteris-
tics measured through the mapping of IDS versus
VDS versus VNR are C' ! 450 aF, CG ! 26 aF,
and R' ! 70 k* where R' is the series resistance
of the tunnel junctions; we achieve a charge sen-

sitivity of !SQ " 6 – 14 )e/!Hz. A feedback

scheme is used to sense and hold the SSET at
maximum charge sensitivity (9). This is essential
for achieving the best position sensitivity, because
the noise floor of our RF-SSET is determined by
the cryogenic microwave preamplifier. We
achieve gain stability sufficient for long-term av-
erages of the noise spectra.

The nanomechanical resonances of the dou-
bly clamped beam are first identified using

magnetomotive readout (16); we find an out-
of-plane resonance of 17 MHz and an in-plane
resonance of 19.7 MHz. Fig. 3 shows the in-
plane mode detected with the RF-SSET. The
two displacement detection techniques give
identical resonator characteristics within mea-
surement uncertainty. From the temperature de-
pendence of the quality factor of the 19.7-MHz
mode (Fig. 4), it is interesting to note the linear
increase in quality factor as temperature de-
creases, a much stronger dependence than what
is uniformly observed in nanomechanical reso-
nators at higher temperatures (17).

Without driving the resonance and simply
recording the noise spectra from the RF-SSET,
we can detect the thermal motion of the beam at
very low temperatures (Fig. 3). The noise pow-
er fits a simple harmonic oscillator line shape,
sitting atop a white-noise background from the
cryogenic preamplifier, with frequency and Q
identical to that found by driving.

The integrated noise power is proportional
to +x2, and is plotted versus temperature (Fig.
4). Above 100 mK, it closely follows a linear
temperature dependence with intercept through
the origin. As our mechanical mode is essen-

tially classical for temperatures above TQ!
"#0

kB
!

l mK, this is the expected result, which follows
from the classical equipartition of energy:
+E, ! m#2

0+x
2, ! kBT. Analogous to Johnson

noise thermometry (18), this technique allows di-
rect measurement of the thermodynamic temper-
ature of the nanomechanical mode (9).

Below 100 mK, we observe that the
integrated noise power does not follow the
same linear dependence as we continue to cool
the sample holder to 35 mK (temperature mea-
sured by RuO-resistance thermometry mounted
on the Cu sample package.) A possible reason
for this excess mechanical noise temperature is

Fig. 1. (Bottom) The solid lines
show the expected position res-
olution due to shot-noise (black),
back-action noise (red), and the
uncorrelated sum (blue) as a
function of coupling voltage VNR,
assuming the device parameters
realized in this experiment. The
points are the observed sensitiv-
ity where the deviation from the
blue curve is due to nonidealities
in the RF-SSET readout circuit.
The dashed line is the expected
sensitivity calculated from the
measured charge sensitivity. Er-
ror bars are on the quantity
%X/%XQL. (Top) The simplified
schematic shows the RF-SSET ca-
pacitively coupled to a voltage-
biased Au/SiN nanomechanical
resonator with on-chip LC resona-
tor formed by the square spiral, LT,
and an interdigitated capacitor, CT.
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through electrostatic fluctuations from the
SSET back-action or on nearby gates. This does
not appear to be the case, because the behavior
is independent of coupling voltage, as shown in
Fig. 4. Excess noise temperatures due to elec-
trostatic fluctuations from any source should
produce a quadratic dependence with VNR,
which is clearly not observed (12, 19).
We also rule out a long thermal relaxation
time, because the refrigerator is run contin-
uously at base temperature for 72 hours and
we see no sign of continued cooling. None-
theless, we observe a mechanical mode
with noise temperature of T NR

N ! 56 mK,
and a corresponding quantum occupation
factor of N ! T NR

N /TQ ! 58.
The most likely cause of the excess noise

temperature below 100 mK is the "2 pW
dissipated in the SSET, which locally heats
the SiN membrane around the nanomechani-
cal resonator. A simple thermal model using
the measured thermal conductance of a SiN
membrane (20) shows that the dissipated
power is expected to increase the local tem-
perature around the resonator by "50 mK.
This might be remedied by placing the SSET
on the Si substrate and coupling to the nano-
mechanical resonator through a coupling ca-
pacitor. This would allow the hot phonons

Fig. 2. Colorized scanning electron micrographs of the sample. (A)
Metallizations (170 nmAl / 20 nmTi / 20 nmAu) atop a [100] silicon
wafer coatedwith 100 nmof SiN, which has been back-etched using
KOH to form a 55-#m by 55-#m SiN membrane (shown as the
black square in the center.) The Al/Ti/Au film is in contact with the
silicon, which both provides electronic protection for the delicate
device at room temperature and superconducts below 0.8 K. The
inset on the left shows the 130-#m by 130-#m square coil used for
the 1.35 GHz LC resonator. (B) SiN membrane (dark square), the Al
leads to the SSET, and the Au leads to the nanomechanical resonator
and electrostatic gates. (C) Details of the 19.7-MHz nanomechanical
resonator (200 nm wide, 8 #m long, coated with 20 nm of Au atop
100 nm SiN), defined by the regions in black where the SiN has been
etched through. The SSET island (5 #m long and 50 nm wide) is
positioned 600 nm away from the resonator. Tunnel junctions,
marked “J,” are located at corners. A 70-nm-thick gold gate is
positioned to the right of the resonator and is used both to drive the
resonator and to control the bias point of the SSET.

Fig. 3. Charge noise power around the mechanical resonance with VNR ! 15 V. Right peak is
taken at 100 mK and is fit with a Lorentzian, shown as a red line. This noise power is used to
scale the left peak taken with the refrigerator at 35 mK and corresponds to a resonator noise
temperature of TNRN ! 73 mK. This then scales the white-noise floor, which corresponds to a
system-noise temperature of TSSETN ! 16 mK ! 18 TQL. Using the equipartition relation, the
displacement resolution is 3.8 fm/!Hz. The inset shows the driven response, approximately
800 pm on resonance, with the data as circles and a Lorentzian fit as the solid lines. All SSET
measurements are taken with the SSET biased near the double Josephson quasiparticle
resonance peak.
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low to overcome, in a classical motion, the large potential barrier of the
insulating region. The tunnel effect manifests itself by a finite 
resistance RT of the insulating barrier. This resistance depends both on
the transmission coefficient ! of the barrier to electron waves (which
is an exponentially decreasing function of its thickness) and on the
number M of independent electron wave modes impinging on 
the barrier (this number is equal to the area of the junction divided 
by the square of the electron wavelength). The SET uses a key property
of the tunnel effect in a many-electron system: for barriers such that
!M ! 1, the charge Q transferred through the barrier becomes 
quantized with Q = Ne, where N is an integer16. In other words, for N
not to be subject to quantum fluctuations, the resistance of the junc-
tion must be large compared with the resistance quantum RT " h/e 2 =
RK = 25.8 k! (refs 17,18).

The SET consists of two such tunnel junctions placed in series
(Fig. 3a,b). An ‘island’ is thus formed between the two junctions. A
gate electrode is coupled electrostatically to the island. The SET can
thus be described as a FET in which the semiconducting channel has
been replaced by a metallic island sandwiched between two tunnel
barriers. The island has a total capacitance C", which the sum of the
gate and junction capacitances C" = Cg#CJ1#CJ2.

If the dimensions of the island are sufficiently small, the charging
energy EC = e2/(2C") of one extra electron in the island will become
larger than the energy of thermal fluctuations: EC " kBT, where kB is
the Boltzmann constant and T is temperature. In practice, for devices
fabricated by standard electron-beam lithography, C" is of the order
of a femtofarad and the charging energy is of order 1 K, necessitating
temperatures below 300 mK to satisfy the above charging energy 
criterion. Over the past few years, however, experiments have 
shown that with advanced fabrication methods, room temperature
operation is possible19–21.

Because electrons interact strongly via the Coulomb interaction
when they pass through the island, the analysis of the SET differs 
fundamentally from that of the FET. In the FET, electrons go from
source to drain independently, and in such numbers that one can
consider that the potential seen by one is an average which does not
depend on the configuration adopted by all of the others. Electrical
transport results from a simple addition of the motion of each 
electron. In the SET, by contrast, transport results from transitions
between collective charge states of the system. These charge states are
described by the two numbers N1 and N2 of electrons having traversed
the junctions (Fig. 3b).

The behaviour of the device is governed by the global electrostatic

energy16 Eel = EC[N2$N1$%CgVg/e)$%C2Vds/e)#q0]
2$eN2Vds,

which includes the energy stored in the junction and gate capaci-
tances, as well as the work done by the voltage sources. Here, Vg and
Vds are the voltages applied between gate and source, and drain and
source, respectively. The so-called offset gate charge q0 is a phenome-
nological quantity describing the fact that electric fields in the 
capacitances of the system are non-zero even when the island is 
neutral and when no voltage is applied. It takes a randomly different,
non-integer value for each device and cool-down. It also fluctuates
slowly in time with a 1/f spectral density22. We will discuss its effect in
more detail below. But as far as the amplification mechanism of the
SET is concerned, we can treat it as a constant.

According to the so-called ‘global rules’, also known as ‘orthodox
theory’, tunnel events will take place independently on each junction
at a rate governed by the global energy, provided that the junction
resistances satisfy RT1, RT2 " RK and that the voltage sources Vg and Vds

have negligible internal impedance, on the scale of the resistance
quantum, around the Coulomb frequency EC/& (ref. 17).

In this regime, each tunnel event creates one electron–hole pair,
the electron and the hole being on opposite sides of the junction. The
succession of tunnel events constitutes a Poisson process. More
specifically, a tunnel event will take place on junction i with a rate
given by 'i = [1/(RTie

2)][(Ei/(1$exp($(Ei/kBT))] where (Ei =
Eel{Ni

before, Nj}$Eel{Ni
after, Nj}.

At zero temperature, tunnel events take place only if they are ener-
getically allowed, that is, (Ei > 0. For a drain–source voltage below the
Coulomb gap voltage e/C", the current therefore depends critically
on the value of the gate voltage. If the gate voltage is such that 

0 Vg (V)

Ids (mA)

Vds (V)

Figure 2 Variation of the source–drain current in a MOSFET as a function of the gate
voltage. When the gate voltage is increased from zero, the source–drain current is
turned on. This device can be used both in digital electronics and as an amplifier for
analog signals.
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Figure 3 The single-electron tunnelling transistor (SET). a, Simplified three-
dimensional structure of the SET. The channel of the FET is replaced here by a
sandwich consisting of a nanoscale metal electrode (island), which is connected to the
drain and the source by tunnel junctions. As in the FET, a gate electrode influences the
island electrostatically. b, Circuit diagram of the SET. The square box symbol represents
a tunnel junction, and integers N1 and N2 denote the numbers of electrons having
tunnelled through the two junctions. Each junction is characterized by its capacitance
and its tunnel resistance.
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It is now possible to put a billion transistors on a
single chip operating with a clock period of a
billionth of a second. Most probably, the trend in
reducing dimensions and times will continue in the
next decade. But as the number and density of gates

and memory elements increase, the energy of signals also
has to be reduced to keep the power dissipation
sufficiently low.

Surprisingly, even though the size of a typical transistor
in a microcomputer chip is now just a few hundred nanome-
ters, its functioning remains essentially classical: quantum
mechanics only enters in the explanation of the values of the
physical parameters of materials, like the band-gap of a
semiconductor. Otherwise, the discreetness of matter and
the wave-like properties of electrons can be largely ignored
in the understanding of the behaviour of electrical signals in
today’s integrated circuits.

But as devices get smaller, faster and more densely packed,
quantum effects will have increasingly to be taken into
account. Even well before we reach the ultimate limit where
transistors are reduced to the size of an atom or a molecule,
we encounter four limits. Quantum phenomena become 
significant when (1) signal energy, (2) signal charge, (3)
device dimension, and (4) device size tolerance approach,
respectively, the energy of one photon, the charge of one 
electron, the electron wavelength, and the size of one atom.

Much research has been devoted to assess if quantum
effects arising from these conditions will force the adoption
of new physical principles or if they can simply be tamed by
better control of the chip structure at the atomic level. To our
knowledge, there is no general consensus on the answer to
this question.

Another research direction has been to exploit quantum
effects arising in devices of nanometer scale to implement a
function that cannot be performed by present devices. In
some applications, which operate at limits (1) or (2) or both,
it is not only inevitable but also desirable. In astronomy, for
instance, it is important to extract as much information as
possible from a single photon5. Recent advances in quantum
information theory6 indicate that scalable switching 
elements that behave fully as quantum systems would not

simply make calculations with minimal energy, they could
in addition perform tasks that would be impossible with
conventional computers. In a quantum computer, usual bits
are replaced by quantum bits or ‘qubits’ which can be 
‘entangled’ with each other, thereby carrying a new type of
information that is useful in solving highly parallel tasks.
New types of devices are needed to read-out such qubits,
that is, to amplify their associated single-quantum signals.

In the realm of atomic physics and quantum optics, the
detection of individual microscopic particles travelling in
vacuum, such as photons and electrons, is now performed
routinely with almost unity efficiency by instruments
derived from the photomultiplier. However, the measure-
ment of electrical signals resulting from the motion of a 
single electron in a circuit involves an amplifier having not
only a good energy sensitivity, but also electrical characteris-
tics that are adapted to this circuit.

A particularly simple and spectacular example of such a
device is the single-electron transistor (SET)1–3, which exploits
the quantum phenomenon of tunnelling to control and 
measure the movement of single electrons inside a solid-state
circuit. SETs are extremely precise solid-state electrometers4,7,
already out-performing state-of-the-art conventional transis-
tors8 by three orders of magnitude. Their charge sensitivity has
been shown to be as low as a few 10!5e/!H"z", which means that
a charge variation of 10!5 e can be detected in a measurement
time of 1 s (the precision improves as the square root of the 
measurement time). This result is only an order of magnitude
away from the theoretical limit of 10!6 e /!H"z". SETs have 
applications in metrology9 and single-photon detection10,11.
Furthermore, it has been realized in the past few years that SETs
can perform a measurement on a single quantum two-state 
system (qubit)12,13, perturbing its quantum evolution in a mini-
mal way. That is, the SET is a charge amplifier operating in the
vicinity of the quantum limit. It would be a practical read-out
device for several solid-state implementations of qubits14. In
this article we review these latest developments. 

Conventional transistors
Before discussing the performance of SETs, it is useful to recall
the operating principle of  the most common transistor, 
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• The SET is based on the tunnel effect through a metal–
insulator–metal junction. 

• When two metallic electrodes are separated by an insulating 
barrier whose thickness is about 1 nm, electrons can traverse 
the insulator even though their energy is too low to overcome, in 
a classical motion, the large potential barrier of the insulating 
region. The tunnel effect manifests itself by a finite resistance 
RT of the insulating barrier. 

• For barriers with small tunneling, the charge Q transferred 
through the barrier becomes quantized.  Q = Ne, where N is an 
integer.For N not to be subject to quantum fluctuations, the 
resistance of the junction must be large compared with the 
resistance quantum RT >> h/e2 = 25.8 k Ohm.

• If the dimensions of the island are sufficiently small, the 
charging energy, e2/(2Ci), of one extra electron in the island will 
become larger than the energy of thermal fluctuations, kT. 

• In practice, for devices fabricated by standard electron-beam 
lithography, Ci is of the order of a fF and the charging energy is 
of order 1 K. Temperatures must be below 300 mK to satisfy the 
above charging energy criterion.
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Noise Power at Resonance
through electrostatic fluctuations from the
SSET back-action or on nearby gates. This does
not appear to be the case, because the behavior
is independent of coupling voltage, as shown in
Fig. 4. Excess noise temperatures due to elec-
trostatic fluctuations from any source should
produce a quadratic dependence with VNR,
which is clearly not observed (12, 19).
We also rule out a long thermal relaxation
time, because the refrigerator is run contin-
uously at base temperature for 72 hours and
we see no sign of continued cooling. None-
theless, we observe a mechanical mode
with noise temperature of T NR

N ! 56 mK,
and a corresponding quantum occupation
factor of N ! T NR

N /TQ ! 58.
The most likely cause of the excess noise

temperature below 100 mK is the "2 pW
dissipated in the SSET, which locally heats
the SiN membrane around the nanomechani-
cal resonator. A simple thermal model using
the measured thermal conductance of a SiN
membrane (20) shows that the dissipated
power is expected to increase the local tem-
perature around the resonator by "50 mK.
This might be remedied by placing the SSET
on the Si substrate and coupling to the nano-
mechanical resonator through a coupling ca-
pacitor. This would allow the hot phonons

Fig. 2. Colorized scanning electron micrographs of the sample. (A)
Metallizations (170 nmAl / 20 nmTi / 20 nmAu) atop a [100] silicon
wafer coatedwith 100 nmof SiN, which has been back-etched using
KOH to form a 55-#m by 55-#m SiN membrane (shown as the
black square in the center.) The Al/Ti/Au film is in contact with the
silicon, which both provides electronic protection for the delicate
device at room temperature and superconducts below 0.8 K. The
inset on the left shows the 130-#m by 130-#m square coil used for
the 1.35 GHz LC resonator. (B) SiN membrane (dark square), the Al
leads to the SSET, and the Au leads to the nanomechanical resonator
and electrostatic gates. (C) Details of the 19.7-MHz nanomechanical
resonator (200 nm wide, 8 #m long, coated with 20 nm of Au atop
100 nm SiN), defined by the regions in black where the SiN has been
etched through. The SSET island (5 #m long and 50 nm wide) is
positioned 600 nm away from the resonator. Tunnel junctions,
marked “J,” are located at corners. A 70-nm-thick gold gate is
positioned to the right of the resonator and is used both to drive the
resonator and to control the bias point of the SSET.

Fig. 3. Charge noise power around the mechanical resonance with VNR ! 15 V. Right peak is
taken at 100 mK and is fit with a Lorentzian, shown as a red line. This noise power is used to
scale the left peak taken with the refrigerator at 35 mK and corresponds to a resonator noise
temperature of TNRN ! 73 mK. This then scales the white-noise floor, which corresponds to a
system-noise temperature of TSSETN ! 16 mK ! 18 TQL. Using the equipartition relation, the
displacement resolution is 3.8 fm/!Hz. The inset shows the driven response, approximately
800 pm on resonance, with the data as circles and a Lorentzian fit as the solid lines. All SSET
measurements are taken with the SSET biased near the double Josephson quasiparticle
resonance peak.
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Occupation 

emitted by the SSET to radiate away ballis-
tically into the substrate.

For our highest couplings, we do observe
substantial scatter in the mechanical noise tem-
perature, beyond the statistical uncertainty (Fig.
4). Changes in mechanical noise temperature
are accompanied by sudden changes in resona-
tor frequency of 100 to 300 Hz, changes in
resonator quality factor of 10%, and changes in
RF-SSET sensitivity of 30%. This behavior
was not observed in a nearly identical sample
that showed much higher stability for large VNR

but was unfortunately destroyed before a com-
plete study could be made.

Because we observe no clear evidence of
back-action, the noise temperature of our SSET
measurement scheme can be evaluated from the
spectrum shown in Fig. 3. With VNR ! 15 V,
we find that the noise temperature of our dis-
placement-sensing scheme at the mechanical
resonance is TSSET

N ! 16 mK ! 17 "#0 !
18 TQL, which gives a position standard devia-

tion of $x !!TSSET
N

TQL
• $xQL ! 4.3 • $xQL. The

position sensitivity of our detection scheme can be
estimated with the equipartition relationship and
our estimate of the resonator mass, meff ! 9.7 •
10–16 kg (21). Our best position sensitivity is

!Sx ! 3.8 fm/!Hz. At base temperature, we find

a quality factor of Q ! 3.5 • 104, which gives an
effective noise bandwidth of $f ! #0/4Q !
903Hz and a position standard deviation of $x !
114 fm with $xQL ! 26 fm. This is the closest
approach to the uncertainty principle limit on
position measurement to date. Further optimi-
zation of the SSET charge readout by improv-
ing our microwave amplifier would allow a
closer approach to the minimum shown in
Fig. 1, with $x % 1.5 • $xQL appearing tech-
nically possible (4).

Although our measurements at 20 MHz are

essentially immune to nonintrinsic noise, which is
ubiquitous at acoustic frequencies, it is interesting
to compare our approach to the quantum limit
with the current sensitivity of ultrasensitive grav-
itational wave detectors. The 4-km Laser Inter-
ferometer Gravitational-Wave Observatory
(LIGO) interferometric detector has achieved $x
! 1000 • $xQL (22) at 100 Hz. A tabletop optical
interferometer has achieved $x ! 23 • $xQL on
the 2 MHz vibrational modes of a 100-g silica
mirror at room temperature (23). The best per-
formance on the readout of displacement trans-
ducers for cryogenic, acoustic gravitational wave
detectors at 1 KHz is $x ! 167 • $xQL (24), with
thermal occupation NTH & 109.

The recent demonstration of nanomechani-
cal displacement detection with an SET mixer

(13) achieved similar position sensitivity !Sx

on a 100-MHz resonator, but because of the
much lower quality factor, larger noise equiva-
lent bandwidth, and lower quantum limit of
motion, the standard deviation of position
achieved was far from the quantum limit:

$x ! 100 • $xQL. This detection scheme did

not possess sufficient bandwidth or sensitivity
to observe the mechanical mode temperature.

The level of position sensitivity and the
approach to low quantum numbers demonstrat-
ed here open the possibility for a wealth of
nanoelectromechanics experiments at mil-
likelvin temperatures: observation of meso-
scopic fluctuations in nanomechanics (25),
quantum-limited feedback cooling (26), and
quantum squeezing (3). By improving the ther-
mal characteristics of our sample and increasing
the frequency of the mechanical mode, we ex-
pect to approach freeze-out to the quantum
ground state, which should show deviations
from the classical equipartition of energy and
evidence for energy quantization and zero-point
motion. In addition, there has been theoretical

work suggesting the possibility of observing
coherent quantum behavior of a nanomechani-
cal device interacting with a superconducting
two-level system (a Cooper-Pair box) (27, 28).
Two critical parameters in this scheme are the
mode temperature, which should determine the
coherence time, and the interaction strength,
which is a function of CGVNR. Using the pa-
rameters demonstrated in this work (Q, TNR

N ,
CGVNR), we expect the interaction to approach
the strong coupling limit 'HI( & "#0 and the
mechanical coherence time to be long enough
(&1 )sec), allowing the possible formation of
entangled states and ultimately tests of quantum
mechanics at the micron scale and beyond (29).
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Fig. 4. The integrated charge
noise power, PNR, scaled by VNR,
versus refrigerator temperature
for different VNR. Right axis
shows the quantum occupation
factor, NTH. Above 100 mK, we
find excellent agreement with
classical equipartition of energy,
PNR * T, shown as the solid line
through the origin. Below 100
mK, we observe a deviation from
this relationship, indicating a dif-
ficulty in thermalizing the nano-
mechanical mode. The arrow in-
dicates the lowest observed
noise temperature, TNRN ! 56 mK
and NTH ! 58. The upper plot
shows both the quality factor,
Q, and the resonant frequency
shift, $F ! F(T) – F(35 mK), ver-
sus temperature, which are ex-
tracted by fitting the thermal
noise peaks at VNR ! 6 V.
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emitted by the SSET to radiate away ballis-
tically into the substrate.

For our highest couplings, we do observe
substantial scatter in the mechanical noise tem-
perature, beyond the statistical uncertainty (Fig.
4). Changes in mechanical noise temperature
are accompanied by sudden changes in resona-
tor frequency of 100 to 300 Hz, changes in
resonator quality factor of 10%, and changes in
RF-SSET sensitivity of 30%. This behavior
was not observed in a nearly identical sample
that showed much higher stability for large VNR

but was unfortunately destroyed before a com-
plete study could be made.

Because we observe no clear evidence of
back-action, the noise temperature of our SSET
measurement scheme can be evaluated from the
spectrum shown in Fig. 3. With VNR ! 15 V,
we find that the noise temperature of our dis-
placement-sensing scheme at the mechanical
resonance is TSSET

N ! 16 mK ! 17 "#0 !
18 TQL, which gives a position standard devia-

tion of $x !!TSSET
N

TQL
• $xQL ! 4.3 • $xQL. The

position sensitivity of our detection scheme can be
estimated with the equipartition relationship and
our estimate of the resonator mass, meff ! 9.7 •
10–16 kg (21). Our best position sensitivity is

!Sx ! 3.8 fm/!Hz. At base temperature, we find

a quality factor of Q ! 3.5 • 104, which gives an
effective noise bandwidth of $f ! #0/4Q !
903Hz and a position standard deviation of $x !
114 fm with $xQL ! 26 fm. This is the closest
approach to the uncertainty principle limit on
position measurement to date. Further optimi-
zation of the SSET charge readout by improv-
ing our microwave amplifier would allow a
closer approach to the minimum shown in
Fig. 1, with $x % 1.5 • $xQL appearing tech-
nically possible (4).

Although our measurements at 20 MHz are

essentially immune to nonintrinsic noise, which is
ubiquitous at acoustic frequencies, it is interesting
to compare our approach to the quantum limit
with the current sensitivity of ultrasensitive grav-
itational wave detectors. The 4-km Laser Inter-
ferometer Gravitational-Wave Observatory
(LIGO) interferometric detector has achieved $x
! 1000 • $xQL (22) at 100 Hz. A tabletop optical
interferometer has achieved $x ! 23 • $xQL on
the 2 MHz vibrational modes of a 100-g silica
mirror at room temperature (23). The best per-
formance on the readout of displacement trans-
ducers for cryogenic, acoustic gravitational wave
detectors at 1 KHz is $x ! 167 • $xQL (24), with
thermal occupation NTH & 109.

The recent demonstration of nanomechani-
cal displacement detection with an SET mixer

(13) achieved similar position sensitivity !Sx

on a 100-MHz resonator, but because of the
much lower quality factor, larger noise equiva-
lent bandwidth, and lower quantum limit of
motion, the standard deviation of position
achieved was far from the quantum limit:

$x ! 100 • $xQL. This detection scheme did

not possess sufficient bandwidth or sensitivity
to observe the mechanical mode temperature.

The level of position sensitivity and the
approach to low quantum numbers demonstrat-
ed here open the possibility for a wealth of
nanoelectromechanics experiments at mil-
likelvin temperatures: observation of meso-
scopic fluctuations in nanomechanics (25),
quantum-limited feedback cooling (26), and
quantum squeezing (3). By improving the ther-
mal characteristics of our sample and increasing
the frequency of the mechanical mode, we ex-
pect to approach freeze-out to the quantum
ground state, which should show deviations
from the classical equipartition of energy and
evidence for energy quantization and zero-point
motion. In addition, there has been theoretical

work suggesting the possibility of observing
coherent quantum behavior of a nanomechani-
cal device interacting with a superconducting
two-level system (a Cooper-Pair box) (27, 28).
Two critical parameters in this scheme are the
mode temperature, which should determine the
coherence time, and the interaction strength,
which is a function of CGVNR. Using the pa-
rameters demonstrated in this work (Q, TNR

N ,
CGVNR), we expect the interaction to approach
the strong coupling limit 'HI( & "#0 and the
mechanical coherence time to be long enough
(&1 )sec), allowing the possible formation of
entangled states and ultimately tests of quantum
mechanics at the micron scale and beyond (29).

References and Notes
1. L. D. Landau, R. Peierls, Z. Phys. 69, 56 (1931).
2. W. Heisenberg, Z. Phys. 43, 172 (1927).
3. V. B. Braginsky, F. Ya. Khalili, Quantum Measurement
(Cambridge Univ. Press, Cambridge, 1995), pp. 12–15.

4. M. H. Devoret, R. J. Schoelkopf, Nature 406, 1039 (2000).
5. C. M. Caves, Phys. Rev. D 26, 1817 (1982).
6. C. M. Caves, K. S. Thorne, W. P. Drever, V. D. Sandberg,
N. Zimmermann, Rev. Mod. Phys. 52, 341 (1980).

7. M. L. Roukes, Phys. World 14, 25 (2001).
8. X. Ming, H. Huang, C. A. Zorman, M. Mehregany, M. L.
Roukes, Nature 421, 496 (2003).

9. Materials and methods are available as supporting
material on Science Online.

10. M. P. Blencowe, M. N. Wybourne, Appl. Phys. Lett. 77,
3845 (2000).

11. Y. Zhang, M. P. Blencowe, J. Appl. Phys. 91, 4249 (2002).
12. D. Mozyrsky, I. Martin, Phys. Rev. Lett. 89, 018301
(2002).

13. R. G. Knobel, A. N. Cleland, Nature 424, 291 (2003).
14. A. A. Clerk, S. M. Girvin, A. K. Nguyen, A. D. Stone,
Phys. Rev. Lett. 89, 176804 (2002).

15. A. N. Korotkov, Phys. Rev. B 49, 10381 (1994).
16. D. S. Greywall, B. Yurke, P. A. Busch, A. N. Pargellis,
R. L. Willett, Phys. Rev. Lett. 72, 2992 (1994).

17. A. B. Hutchinson et al., Appl. Phys. Lett. 84, 972 (2004).
18. F. Pobell, Matter and Methods at Low Temperatures
(Springer-Verlag, New York, ed. 2, 1996).

19. A. D. Armour, M. P. Blencowe, Y. Zhang, Phys. Rev. B
69, 125313 (2004).

20. M. M. Leivo, J. P. Pekola, Appl. Phys. Lett. 72, 1305
(1998).

21. The effective mass of the resonator is calculated by
assuming that the stored energy is that of a doubly
clamped beam with stiffness as the restoring force, and
integrating the average displacement over the 5-)m
overlap between the SSET island and the resonator. We
find that meff ! 0.686 • m, where m is the mass of the
entire resonator.

22. B. Abbott et al., http://arxiv.org/abs/gr-qc/0308069
(2003).

23. Y. Hadjar et al., Europhys. Lett. 47, 545 (1999).
24. G. M. Harry, Insik Jin, Ho Jung Paik, T. R. Stevenson,
F. C. Wellstood, Appl. Phys. Lett. 76, 1446 (2000).

25. A. V. Shytov, L. S. Levitov, C. W. J. Beenakker, Phys.
Rev. Lett. 88, 228303 (2002).

26. A. Hopkins, K. Jacobs, S. Habib, K. Schwab, Phys. Rev.
B 68, 235328 (2003).

27. A. D. Armour, M. P. Blencowe, K. C. Schwab, Phys. Rev.
Lett. 88, 148301 (2002).

28. E. K. Irish, K. Schwab, Phys. Rev. B 68, 155311 (2003).
29. A. J. Leggett, J. Phys. Cond. Matter 14 R415 (2002).
30. We would like to acknowledge very helpful conver-
sations with C. Sanchez, M. Blencowe, A. Armour, M.
Roukes, K. Jacobs, S. Habib, A. Korotkov, A. Buonanno,
and K. Ekinci. This work has been supported by the
U.S. Department of Defense.

Supporting Online Material
www.sciencemag.org/cgi/content/full/304/5667/74/DC1
Materials and Methods
Fig. S1

8 December 2003; accepted 12 February 2004

Fig. 4. The integrated charge
noise power, PNR, scaled by VNR,
versus refrigerator temperature
for different VNR. Right axis
shows the quantum occupation
factor, NTH. Above 100 mK, we
find excellent agreement with
classical equipartition of energy,
PNR * T, shown as the solid line
through the origin. Below 100
mK, we observe a deviation from
this relationship, indicating a dif-
ficulty in thermalizing the nano-
mechanical mode. The arrow in-
dicates the lowest observed
noise temperature, TNRN ! 56 mK
and NTH ! 58. The upper plot
shows both the quality factor,
Q, and the resonant frequency
shift, $F ! F(T) – F(35 mK), ver-
sus temperature, which are ex-
tracted by fitting the thermal
noise peaks at VNR ! 6 V.
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emitted by the SSET to radiate away ballis-
tically into the substrate.

For our highest couplings, we do observe
substantial scatter in the mechanical noise tem-
perature, beyond the statistical uncertainty (Fig.
4). Changes in mechanical noise temperature
are accompanied by sudden changes in resona-
tor frequency of 100 to 300 Hz, changes in
resonator quality factor of 10%, and changes in
RF-SSET sensitivity of 30%. This behavior
was not observed in a nearly identical sample
that showed much higher stability for large VNR

but was unfortunately destroyed before a com-
plete study could be made.

Because we observe no clear evidence of
back-action, the noise temperature of our SSET
measurement scheme can be evaluated from the
spectrum shown in Fig. 3. With VNR ! 15 V,
we find that the noise temperature of our dis-
placement-sensing scheme at the mechanical
resonance is TSSET

N ! 16 mK ! 17 "#0 !
18 TQL, which gives a position standard devia-

tion of $x !!TSSET
N

TQL
• $xQL ! 4.3 • $xQL. The

position sensitivity of our detection scheme can be
estimated with the equipartition relationship and
our estimate of the resonator mass, meff ! 9.7 •
10–16 kg (21). Our best position sensitivity is

!Sx ! 3.8 fm/!Hz. At base temperature, we find

a quality factor of Q ! 3.5 • 104, which gives an
effective noise bandwidth of $f ! #0/4Q !
903Hz and a position standard deviation of $x !
114 fm with $xQL ! 26 fm. This is the closest
approach to the uncertainty principle limit on
position measurement to date. Further optimi-
zation of the SSET charge readout by improv-
ing our microwave amplifier would allow a
closer approach to the minimum shown in
Fig. 1, with $x % 1.5 • $xQL appearing tech-
nically possible (4).

Although our measurements at 20 MHz are

essentially immune to nonintrinsic noise, which is
ubiquitous at acoustic frequencies, it is interesting
to compare our approach to the quantum limit
with the current sensitivity of ultrasensitive grav-
itational wave detectors. The 4-km Laser Inter-
ferometer Gravitational-Wave Observatory
(LIGO) interferometric detector has achieved $x
! 1000 • $xQL (22) at 100 Hz. A tabletop optical
interferometer has achieved $x ! 23 • $xQL on
the 2 MHz vibrational modes of a 100-g silica
mirror at room temperature (23). The best per-
formance on the readout of displacement trans-
ducers for cryogenic, acoustic gravitational wave
detectors at 1 KHz is $x ! 167 • $xQL (24), with
thermal occupation NTH & 109.

The recent demonstration of nanomechani-
cal displacement detection with an SET mixer

(13) achieved similar position sensitivity !Sx

on a 100-MHz resonator, but because of the
much lower quality factor, larger noise equiva-
lent bandwidth, and lower quantum limit of
motion, the standard deviation of position
achieved was far from the quantum limit:

$x ! 100 • $xQL. This detection scheme did

not possess sufficient bandwidth or sensitivity
to observe the mechanical mode temperature.

The level of position sensitivity and the
approach to low quantum numbers demonstrat-
ed here open the possibility for a wealth of
nanoelectromechanics experiments at mil-
likelvin temperatures: observation of meso-
scopic fluctuations in nanomechanics (25),
quantum-limited feedback cooling (26), and
quantum squeezing (3). By improving the ther-
mal characteristics of our sample and increasing
the frequency of the mechanical mode, we ex-
pect to approach freeze-out to the quantum
ground state, which should show deviations
from the classical equipartition of energy and
evidence for energy quantization and zero-point
motion. In addition, there has been theoretical

work suggesting the possibility of observing
coherent quantum behavior of a nanomechani-
cal device interacting with a superconducting
two-level system (a Cooper-Pair box) (27, 28).
Two critical parameters in this scheme are the
mode temperature, which should determine the
coherence time, and the interaction strength,
which is a function of CGVNR. Using the pa-
rameters demonstrated in this work (Q, TNR

N ,
CGVNR), we expect the interaction to approach
the strong coupling limit 'HI( & "#0 and the
mechanical coherence time to be long enough
(&1 )sec), allowing the possible formation of
entangled states and ultimately tests of quantum
mechanics at the micron scale and beyond (29).
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Fig. 4. The integrated charge
noise power, PNR, scaled by VNR,
versus refrigerator temperature
for different VNR. Right axis
shows the quantum occupation
factor, NTH. Above 100 mK, we
find excellent agreement with
classical equipartition of energy,
PNR * T, shown as the solid line
through the origin. Below 100
mK, we observe a deviation from
this relationship, indicating a dif-
ficulty in thermalizing the nano-
mechanical mode. The arrow in-
dicates the lowest observed
noise temperature, TNRN ! 56 mK
and NTH ! 58. The upper plot
shows both the quality factor,
Q, and the resonant frequency
shift, $F ! F(T) – F(35 mK), ver-
sus temperature, which are ex-
tracted by fitting the thermal
noise peaks at VNR ! 6 V.
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Squeezed light sourceSqueezing injection

MSROMC BS

600 m tube

Figure 2 |View into the GEO600 central building. In the front, the
squeezing bench containing the squeezed-light source and the squeezing
injection path is shown. The optical table is surrounded by several vacuum
chambers containing suspended interferometer optics.

trace) in the shot-noise-limited frequency band (above 700Hz).
The quantum noise at 3 kHz was reduced from 1.0⇥10�21 Hz�1/2

down to 6.7⇥10�22 Hz�1/2. This corresponds to a factor 1.53 ⇡ 3.4
increase in detection rate for isotropically distributed GW sources
in that frequency band. The squeezing enhancement has been
successfully operated for several consecutive hours just limited
by the present performance of the beam alignment. We see no
limits in principle to the quasi-continuous application of squeezed
light, which is already planned for the next observational run
of GEO600. Owing to the application of squeezed light the GW
observatory GEO600 has now achieved its best ever sensitivity since
the implementation of the advanced homodyne detection scheme.
As expected, at Fourier frequencies below 700Hz, squeezed light
neither reduces nor increases the present displacement noise level
of about 10�18 mHz�1/2. This observation makes us confident that
a squeezed-light improvement will extend to these frequencies as
soon as the present limiting technical noise is reduced. Note, that
quantum radiation pressure noise29 is not expected to be significant
at these frequencies at the present sensitivity.

The measured nonclassical quantum noise reduction in
GEO600 presented here is not limited by the squeezed-light
laser but by optical loss on the squeezed light during propa-
gation in the interferometer. The 10 dB injected squeezed state
is degraded by photon absorption and scattering inside the
GEO600 signal recycling cavity and the output mode-cleaner,
both contributing about 10% loss. Furthermore, the non-perfect
photo diode quantum-efficiency, the absorption of the Faraday
isolators and auxiliary optics, and finally some residual mode
mismatch cause a further 20% loss. All losses have been verified
by independent measurements and provide an overall optical
efficiency of ⌘ = 0.62. This leads to an increase of the squeezed
noise variance from Vsqz = 0.1 to ⌘Vsqz + (1 � ⌘) = 0.44, and
to a corresponding attenuation of the squeezing factor from
10 dB to 3.5 dB, being in excellent agreement with our results
shown in Fig. 3. Based on this, we are confident that future
optical loss reductions will result in a correspondingly higher
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Figure 3 |Nonclassical reduction of the GEO600 instrumental noise
using squeezed vacuum states of light. The noise is calibrated to
GW-strain and differential mirror displacement, respectively. In black the
observatory noise spectral density is shown without the injection of
squeezed light. At frequencies above 700 Hz GEO 600 is limited by shot
noise; note that the slope in the kHz-regime is due to the normalization and
the frequency-dependent signal enhancement of GEO 600. An injection of
squeezed vacuum states into the interferometer leads to a broadband noise
reduction of up to 3.5 dB (red trace) in the shot-noise-limited frequency
band. The spectral features are caused by excited violin modes of the
suspensions (600–700 Hz and harmonics) as well as by calibration
(160–2.5 kHz) and OMC alignment control (250–550 Hz) lines. The broad
unresolved noise structures from about 120–220 Hz are caused by
insufficient seismic isolation of mirrors located between the signal recycling
mirror and the output mode cleaner. Both traces shown were averaged over
4 min. The resolution bandwidth is 1 Hz for frequencies below 1 kHz, and
2 Hz at higher frequencies. Note that the noise reduction is independent of
the averaging time used, such that the search for all kinds of potential GW
sources (short- or long-duration) benefits from the improvement.

squeezing factor. During the GEO-HF upgrade program in 2011
we expect a sensitivity improvement of up to 6 dB to be realized
with squeezed-light input. An even stronger impact through the
application of squeezed light can be foreseen in future gravitational
wave observatories, where state-of-the-art optical technologies will
allow for lower optical losses.

The results presented here show that squeezed light can improve
operating gravitational wave observatories. We point out that
squeezed light is also highly compatible with any future thermal
noise reduction by means of cryogenic cooling of observatories4,
as in contrast to increasing the laser power, increasing the
squeezing factor does not increase the thermal load on the mirrors.
We therefore expect this innovative approach to become a key
technology in making gravitational wave astronomy a reality, and
we believe that squeezed-light lasers, in addition to high-power
lasers, are likely to be integrated into all future gravitational
wave observatories.

Method summary
Altogether four different laser frequencies are involved in the generation and
coherent control of the squeezed vacuum states, see Fig. 1. The main 2W laser,
which is phase locked to the 12W GEO600 laser, drives a second-harmonic
generator (SHG). The green light from the SHG is filtered using a ring-resonator
to attenuate high-frequency phase noise30. The frequency up-converted field is
subsequently injected into the squeezing resonator containing a nonlinear medium
(PPKTP) placed in a standing-wave half-monolithic cavity. Only 35mW of the
frequency-doubled field are required to generate about 9 dB squeezing down to
10Hz (ref. 28), via the process of parametric down-conversion (optical parametric
amplification). To avoid any contamination of the squeezed light by laser noise
in the audio band, two auxiliary lasers, frequency-shifted by several MHz, are
employed for coherent control of the squeezed vacuum states19,28. Squeezing at
Fourier frequencies in the audio band has been shown to be very sensitive to light
backscattered into the squeezing resonator (refs 17–19). Therefore, the squeezed
beam is guided through two Faraday isolator units before it is injected into the
signal port of GEO600.
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Figure 1 | Simplified optical layout of the squeezed-light enhanced GEO600 observatory. The observatory consists of the conventional GEO 600 and the
additional squeezed-light source (yellow box, see Methods summary for details). The observatory has two singly folded arms with a total optical length of
2,400 m. A GW passing from most directions will shorten one arm, while the length of the perpendicularly orientated arm is increased, and vice versa in
the next half-cycle of a passing wave, producing a periodic power change of the output light that is detected by a photo diode. The observatory is operated
such that almost all the light is back-reflected towards the 12 W input laser system, by keeping the interferometer output on a dark fringe by means of a
control system. A power-recycling mirror (MPR) leads to a resonant enhancement of the circulating light power of 2.7 kW at the beamsplitter. Similar to
the power-recycling technique, a partially transmissive signal-recycling mirror (MSR) is installed to further resonantly enhance the GW-induced signal at
the interferometer’s output. BS: 50/50 beamsplitter, SHG: second harmonic generator, OPA: optical parametric amplifier, DBS: dichroic beamsplitter, PLL:
phase locking loop, MFe/MFn: far interferometer end mirrors (east/north), MCe/MCn : central interferometer mirrors, T: mirror transmissivity. All
interferometer optics are suspended by multi-stage pendulums and situated in a vacuum system.

and a coherent phase control scheme for squeezed vacuum
states could be demonstrated19. In parallel, proof-of-principle
experiments at higher frequencies have shown that small-scale
sensitivities of Michelson interferometers can indeed be improved
by squeezing20,21. Even though squeezed states are an ingredient
for a multiplicity of quantum techniques such as quantum
teleportation22, quantum memories23 and many more, all of
them are yet to mature from a proof-of-principle stage into
a practical application. The increase of the GEO600 sensitivity
below its shot-noise limit by non-classical means is indeed the
first practical application of this quantum technology, with the
potential to become an integral part for all future generations of
laser-interferometric gravitational wave observatories.

The German–British GEO600 facility is one of the large-scale
Michelson interferometers searching for gravitational wave signals.
GEO600 already uses a number of so-called advanced techniques,
which are foreseen to be implemented in future upgrades of
LIGO or Virgo24. Figure 1 shows a simplified layout of GEO600.
The first steps of the ongoing GEO high-frequency (HF) upgrade
program have already been included25: GEO600 is now operated
in a tuned (to resonance with the laser carrier) signal-recycling
mode with an optical homodyne detection scheme, also called
DC readout

26,27. Moreover, the carrier light transmitted by the

signal-recycling mirror is filtered with an output mode cleaner
cavity (OMC; ref. 26), which suppresses technical modulation
sidebands at radiofrequencies, as well as spurious light modes
originating from mirror imperfections. Both filter effects assure
that the detected beam is not contaminated with additional
technical or quantum noise.

The lower left part of Fig. 1 shows a simplified schematic of
the squeezed-light source which has been added in this work.
The squeezed states of light are produced by parametric down-
conversion inside an optical resonator, which contains periodically
poled potassium titanyl phosphate (PPKTP) and which is pumped
with single-mode continuous-wave light at 532 nm. The squeezed-
light beam is phase locked to the 12WGEO600 laser and comprises
squeezed vacuum states at frequencies from 10Hz to above 10 kHz
and aMHz control field for stabilization of the squeezed quadrature
with respect to the GW signal28. More details are given in the
Methods summary. A view into the GEO600 central building,
showing the squeezed-light source and the parts of the vacuum
system, is presented in Fig. 2.

Figure 3 presents the result achieved by this work: the quantum
technology enhancement of an operating gravitational wave
observatory. The injection of squeezed vacuum states into GEO600
leads to a broadband noise reduction of up to 3.5 dB (black to red
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