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Viscous Boundary Layer above an Oscillating Wall

Equation for Viscous Flow Dynamics

\[ \nabla \cdot \mathbf{u} = 0 \]

\[ \frac{\partial \mathbf{u}}{\partial t} = -\nabla p + \mu \nabla^2 \mathbf{u} \]

**Boundary Condition:** \( U_x(y=0) = U_0 e^{-j\omega t} \)

**Solution:** \( U_x(y,t) = U_0 e^{-j(\omega t - \delta/3)} \)

with \( j \cdot \omega = \gamma \delta^2 \)

\[ \sqrt{j} = \frac{1}{\sqrt{2}} (1 + i) \quad \text{or} \quad \delta = (1 + i) \sqrt{2v} = (1 + i) \delta
\]

Penetration of Viscous Disturbances

\[ U_x \rightarrow \quad \text{oscillations damp quickly away from boundary} \]

They also propagate as \textit{viscosity waves} (which are strongly damped)

**NOTE:** "Stokes Number"

\[ S = \frac{v}{\nu} \quad \text{ratio of viscous damping rate to oscillation frequency} \]

For this problem, \( \delta^2 = \frac{2v}{\omega} \), or \( \frac{2v}{\omega \delta^2} = \frac{S \delta}{\pi} \)

In one wavelength, \( \lambda = 2\pi/k \), the amplitude of the oscillations are dampened by a factor \( e = 535 \)!
Example: Gravity Waves

How Big is Viscous Layer for Gravity Waves?

\[ \omega^2 = \frac{1}{\rho g} \]

\[ \delta = \frac{2V}{\omega} \]

\[ k^2 \delta^2 = \frac{2V}{\sqrt{\gamma}} k = \frac{2V}{\sqrt{\gamma}} k^{3/2} \quad \text{with} \quad \gamma \sim 10^{-6} \text{ m}^2/\text{s} \]

\[ = 6 \times 10^{-7} k^{3/2} \sim 10^{-5} \frac{1}{k^2} \quad \text{with} \quad \delta \sim \text{10 meters} \]

If \( \gamma \sim 10 \text{ m}\), \( \omega^2/\pi^2 = 0.4 \text{ Hz} \) and \( \delta \sim 10^{-2} \text{m} \).

Therefore, the viscous boundary layer is very thin!

Viscous Effects on Parallel Shear Flow

Examples:

\[ \bar{U} = (U(r) + u_x, u_y) \]

\[ P = P + \tilde{P} \]

Viscosity may stabilize flow

Poiseuille Flow

Porous - Streaming Flow

Flow Past a Stationary Wall

Jet
Orr-Sommerfeld Equation for 2D Dynamics in Shear Flow

\[ \nabla \cdot \mathbf{U} = 0 = \frac{2U_x}{\partial x} + \frac{2U_y}{\partial y} \quad \mathbf{U} = (U(x, y), \tilde{U}_x, \tilde{U}_y) \]

\[ \rho = \rho + \beta \quad \Re = \frac{U_L}{V} \]

Non-linear equations:

\[ \frac{2\tilde{U}_x}{\partial x} + (\tilde{U} + \tilde{U}_x) \frac{2\tilde{U}_x}{\partial x} + \tilde{U}_y \frac{2\tilde{U}_y}{\partial y} = -\frac{2}{\partial x}(f + \beta) + \frac{1}{\Re} \frac{\partial^2}{\partial y^2}(\tilde{U} + \tilde{U}_x) \]

\[ \tilde{U}_x \frac{2\tilde{U}_x}{\partial x} + (\tilde{U} + \tilde{U}_x) \frac{2\tilde{U}_y}{\partial y} + \tilde{U}_y \frac{2\tilde{U}_x}{\partial x} = -\frac{2\beta}{\partial x} + \frac{1}{\Re} \frac{\partial^2}{\partial y^2} \tilde{U}_y \]

Statics:

\[ \frac{2\rho}{\partial x} = \frac{1}{\Re} \nabla^2 \mathbf{U} = \frac{1}{\Re} \frac{\partial^2}{\partial y^2} \]

Linear Dynamics:

\[ \frac{2\tilde{U}_x}{\partial x} + \tilde{U} \frac{2\tilde{U}_x}{\partial x} + \tilde{U}_y \frac{2\tilde{U}_y}{\partial y} = -\frac{2\beta}{\partial x} + \frac{1}{\Re} \frac{\partial^2}{\partial y^2} \tilde{U}_x \]

\[ \frac{2\tilde{U}_x}{\partial x} + \tilde{U} \frac{2\tilde{U}_y}{\partial y} + \tilde{U}_y \frac{2\tilde{U}_x}{\partial x} = -\frac{2\beta}{\partial y} + \frac{1}{\Re} \frac{\partial^2}{\partial y^2} \tilde{U}_y \]

Three unknowns: \((\tilde{U}_x, \tilde{U}_y, \beta)\) and three equations.

Solution using Normal Modes

Select normal modes as

\[ (\tilde{U}_x, \tilde{U}_y, \beta) = (\text{function of } \tau) \times e^{-j(\omega t - \kappa x)} \]

Look for \( \omega = \omega_e + i \omega_d \) where \( \omega_e/\kappa \) = phase velocity of disturbance

If \( \omega_d > 0 \) then disturbance is unstable

If \( \omega_d < 0 \) the stable or damped
Orr-Sommerfeld Equation

For incompressible 2D flow, use streamfunction:

\[ \mathbf{U} = \mathbf{e} \times \nabla \psi \quad \text{since} \quad \nabla \cdot \mathbf{U} = \nabla \cdot (\mathbf{e} \times \nabla \psi) = 0 \]

Then

\[ \hat{U}_x = \frac{\partial \psi}{\partial y} \quad \hat{U}_y = -\frac{\partial \psi}{\partial x} = -j \mathcal{K} \psi \]

**Notice:** Unless \( \frac{\partial \psi}{\partial y} \) and \( \psi \) have different complex phases, then \( \hat{U}_x(e) \) and \( \hat{U}_y(e) \) are 90° out of phase!

Two equations and two unknowns \((\psi, \mathcal{K})\):

1. \( (\omega - i \mathcal{K}) \hat{U}_x + \frac{\partial^2 \psi}{\partial y^2} = -j \mathcal{K} \hat{U}_y + \frac{j}{\mathcal{K} \mathcal{K}_0} \psi \]
2. \( (\omega - i \mathcal{K}) \hat{U}_y = \frac{\partial^2 \psi}{\partial x^2} + \frac{j}{\mathcal{K} \mathcal{K}_0} \psi \)

Orr-Sommerfeld Equation Results After Eliminating \( \hat{U}_y \):

\[ (\omega - i \mathcal{K}) (\mathcal{K}^2 \psi - \psi'') = \frac{j}{\mathcal{K} \mathcal{K}_0} \psi'' (\mathcal{K}^2 \psi - \psi'') \]

Viscosity makes equation complex and changes phase relation between \( \hat{U}_x \) and \( \hat{U}_y \).

As \( \mathcal{K}_0 \to \infty \), the inviscid Rayleigh equation results:

\[ (\omega - i \mathcal{K}) (\mathcal{K}^2 \psi - \psi'') - \mathcal{K}^2 \frac{\partial^2 \psi}{\partial y^2} = 0 \]

**Question:** Under what conditions is \( \text{Im}(\omega) = \mathcal{K}_0 \psi = 0 \) so that flow is stable?
Rayleigh's Inflection Point Criterion

\[ \int dy \left( \psi^2 \left( \psi_0^2 - \psi' \right) \right) = \frac{b + \frac{2i\sigma}{\gamma^2}}{\omega - \mu} \] \[ \psi^* \text{ complex constant or } \psi \]

\[ \int dy \left( \frac{b^2 |\psi|^2}{\omega - \mu} \right) = \int dx \frac{b |\psi|^2}{\omega - \mu} \]

\[ \text{Imaginary part of equation} \]
\[ 0 = \Im \left\{ \int dy \left( \psi^* \mu \right) \frac{b |\psi|^2}{\omega - \mu} \right\} \]
\[ = \Re (\omega) \int dy \frac{b |\psi|^2}{\omega - \mu} \]

\[ \text{must be zero if } \Re (\omega) \neq 0! \]

Rayleigh's Inviscid Criterion

\[ \int dy \frac{\frac{2\sigma}{\gamma^2}}{\omega - \mu} = 0 \text{ for some } (\omega, \mu) \]

Since \( |\omega - \mu|^2 \) is positive definite then
\[ \frac{2\sigma}{\gamma^2} \text{ must be both positive and negative } \]

\[ \text{i.e. an "inflection" point} \]

Possibly Unstable

Possibly Unstable

Stable for Inviscid Flow
What Happens with Finite Re?

U(y) \sim \tanh \left( \frac{y}{c} \right) \quad \text{"SHEAR OR MIXING LAYER"} \quad \text{UNSTABLE FOR ALL \( Re > 0 \)}

U(y) \sim \text{sech}^2 \left( \frac{y}{c} \right) \quad \text{"JET" UNSTABLE FOR \( Re > 4 \)}

Poiseuille Flow \quad \text{UNSTABLE FOR \( Re > 5780 \)}

Couette Flow \quad \text{ALWAYS STABLE}

Energetics of Fluctuations in Shear Flows

**Energie (time-averaged) equation:**

\[
\frac{1}{\lambda} \int \int \partial \frac{1}{2} \left( \vec{u} \cdot \nabla \right) \nabla \left( \vec{u} + \vec{\phi} \right) \cdot \nabla \left( \vec{u} + \vec{\phi} \right) = -\frac{1}{\lambda} \int \int \left( \frac{1}{2} \partial \vec{u} \cdot \nabla \right) \nabla \left( \vec{u} + \vec{\phi} \right) \cdot \nabla \left( \vec{u} + \vec{\phi} \right) + \frac{1}{\lambda} \int \int \nabla \vec{u} \cdot \nabla \vec{\phi} \right)
\]

After integrating by parts and using boundary conditions that \( \vec{u} \to 0 \) at walls,

\[
\frac{1}{\lambda} \int \int \partial \frac{1}{2} \left| \vec{u} \right|^2 = -\frac{1}{\lambda} \int \int \left[ \partial \frac{1}{2} \left( \vec{u} \cdot \nabla \vec{u} \right) + \nabla \left( \frac{1}{2} \left( \frac{1}{2} \partial \vec{u} \cdot \nabla \vec{u} \right) \right)
\]

\[
\text{\underline{Reynolds stress}} \quad \text{\underline{Viscous dissipation}}
\]
Reynolds Stress May Destabilize Shear Flow

\[ \text{If } \hat{u}_y > 0, \text{ then slow fluid moves into faster region.} \]
\[ \text{This slows flow in x-direction.} \]
\[ \Rightarrow \hat{u}_x \hat{u}_y < 0 \]

\[ \text{If } \hat{u}_y < 0, \text{ then fast fluid moves into slower region.} \]
\[ \text{This flow will increase average flow in x-direction.} \]
\[ \Rightarrow \hat{u}_x \hat{u}_y < 0 \]

\[ - \int \text{d}y \frac{\partial \hat{u}_y}{\partial y} > 0 \text{ and this causes fluctuations to increase in amplitude!!} \]

Turbulence: A Grand Challenge

Turbulence is a grand challenge in many applications of continuum dynamics:
- Plasma physics - transport
- Astrophysics / Stellar Convection / Collisionless shocks
- Geophysics / Weather / Circulation / Mixing modes
- Fluid dynamics / Drag / Nortrals and jets

Turbulence theory is very difficult:
- Nonlinear
- Strongly modifies initial conditions
- Couples energy from one scale to another

Turbulence models use a statistical approach:
- Random / Chaotic
- How do averages and correlations evolve?
Deterministic Nonperiodic Flow
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Abstract

Finite systems of deterministic ordinary nonlinear differential equations may be designed to represent forced dissipative hydrodynamic flow. Solutions of these equations can be identified with trajectories in phase space. For those systems with bounded solutions, it is found that nonperiodic solutions are ordinarily unstable with respect to small modifications, so that slightly differing initial states can evolve into considerably different states. Systems with bounded solutions are shown to possess bounded numerical solutions.

A simple system representing cellular convection is solved numerically. All of the solutions are found to be unstable, and almost all of them are nonperiodic.

The feasibility of very-long-range weather prediction is examined in the light of these results.

1. Introduction

Certain hydrodynamical systems exhibit steady-state flow patterns, while others oscillate in a regular periodic fashion. Still others vary in an irregular, seemingly haphazard manner, and, even when observed for long periods of time, do not appear to repeat their previous history.

5. The convection equations of Saltzman

In this section we shall introduce a system of three ordinary differential equations whose solutions afford the simplest example of deterministic nonperiodic flow of which the writer is aware. The system is a simplification of one derived by Saltzman (1962) to study finite-amplitude convection. Although our present interest is in the nonperiodic nature of its solutions, rather than in its contributions to the convection problem, we shall describe its physical background briefly.

Rayleigh (1916) studied the flow occurring in a layer of fluid of uniform depth $H$, when the temperature difference between the upper and lower surfaces is maintained at a constant value $\Delta T$. Such a system possesses a steady-state solution in which there is no motion, and the temperature varies linearly with depth, If this solution is unstable, convection should develop.
In the case where all motions are parallel to the \(x-z\)-plane, and no variations in the direction of the \(y\)-axis occur, the governing equations may be written (see Saltzman, 1962)

\[
\frac{\partial \nabla^2 \psi}{\partial t} = -\frac{\partial (\psi, \nabla^2 \psi)}{\partial (x,z)} + \nu \nabla \psi + g \alpha \frac{\partial \theta}{\partial x}, \quad (17)
\]

\[
\frac{\partial \theta}{\partial t} = -\frac{\partial (\psi, \theta)}{\partial (x,z)} + \frac{\Delta T \psi}{H \partial x} + \kappa \nabla^2 \theta. \quad (18)
\]

Here \(\psi\) is a stream function for the two-dimensional motion, \(\theta\) is the departure of temperature from that occurring in the state of no convection, and the constants \(g, \alpha, \nu, \) and \(\kappa\) denote, respectively, the acceleration of gravity, the coefficient of thermal expansion, the kinematic viscosity, and the thermal conductivity. The problem is most tractable when both the upper and lower boundaries are taken to be free, in which case \(\psi\) and \(\nabla^2 \psi\) vanish at both boundaries.

Rayleigh found that fields of motion of the form

\[
\psi = \psi_0 \sin (\pi a H^{-1} x) \sin (\pi H^{-1} z), \quad (19)
\]

\[
\theta = \theta_0 \cos (\pi a H^{-1} x) \sin (\pi H^{-1} z), \quad (20)
\]

would develop if the quantity

\[
R_a = g \alpha H^3 \Delta T \nu^{-1} \kappa^{-1}, \quad (21)
\]

now called the Rayleigh number, exceeded a critical value

\[
R_c = \pi^4 a^{-2} (1 + a^2)^3. \quad (22)
\]

The minimum value of \(R_c\), namely \(27\pi^4/4\), occurs when \(a^2 = \frac{1}{2}\).
Saltzman (1962) derived a set of ordinary differential equations by expanding $\psi$ and $\theta$ in double Fourier series in $x$ and $z$, with functions of $t$ alone for coefficients, and substituting these series into (17) and (18). He arranged the right-hand sides of the resulting equations in double-Fourier-series form, by replacing products of trigonometric functions of $x$ (or $z$) by sums of trigonometric functions, and then equated coefficients of similar functions of $x$ and $z$. He then reduced the resulting infinite system to a finite system by omitting reference to all but a specified finite set of functions of $t$, in the manner proposed by the writer (1960).

These same solutions would have been obtained if the series had at the start been truncated to include a total of three terms. Accordingly, in this study we shall let

$$a(1+a^2)^{-1}\kappa^{-1}\psi = X \sqrt{2} \sin (\pi a H^{-1} x) \sin (\pi H^{-1} z),$$  \hspace{1cm} (23)

$$\pi R_c^{-1} R_a \Delta T^{-1} \theta = Y \sqrt{2} \cos (\pi a H^{-1} x) \sin (\pi H^{-1} z) - Z \sin (2\pi H^{-1} z),$$  \hspace{1cm} (24)

where $X$, $Y$, and $Z$ are functions of time alone. When expressions (23) and (24) are substituted into (17) and (18), and trigonometric terms other than those occurring in (23) and (24) are omitted, we obtain the equations

$$X' = -\sigma X + \sigma Y,$$  \hspace{1cm} (25)

$$Y' = -XZ + rX - Y,$$  \hspace{1cm} (26)

$$Z' = XY - bZ.$$  \hspace{1cm} (27)

Here a dot denotes a derivative with respect to the dimensionless time $\tau = \pi^2 H^{-3}(1+a^2)\kappa t$, while $\sigma = \kappa^{-2} \nu$ is the Prandtl number, $r = R_a^{-1} R_c$, and $b = 4(1+a^2)^{-1}$. Except for multiplicative constants, our variables $X$, $Y$, and $Z$ are the same as Saltzman’s variables $A$, $D$, and $G$. Equations (25), (26), and (27) are the convection equations whose solutions we shall study.
8. Conclusion

Certain mechanically or thermally forced nonconservative hydrodynamical systems may exhibit either periodic or irregular behavior when there is no obviously related periodicity or irregularity in the forcing process. Both periodic and nonperiodic flow are observed in some experimental models when the forcing process is held constant, within the limits of experimental control. Some finite systems of ordinary differential equations designed to represent these hydrodynamical systems possess periodic analytic solutions when the forcing is strictly constant. Other such systems have yielded non-periodic numerical solutions.

When our results concerning the instability of non-periodic flow are applied to the atmosphere, which is ostensibly nonperiodic, they indicate that prediction of the sufficiently distant future is impossible by any method, unless the present conditions are known exactly. In view of the inevitable inaccuracy and incompleteness of weather observations, precise very-long-range forecasting would seem to be non-existent.
Summary

• Understanding linear instabilities in fluid dynamics involves three important steps:
  - Continuity and Navier-Stokes
  - Statics
  - Linear Dynamics
  - Reduction using normal modes
  - Matching boundary conditions
• Flow shear instabilities can be destabilized by viscosity!
• Nonlinearity, $U \cdot \nabla U$, can drive chaotic, or turbulent, dynamics